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General introduction

Holy Entropy! It's boiling!
Mr Tompkins (G. Gamow [Gam65])

Historically, statistical mechanics (or thermostatistics) has been developed to give ther-
modynamics mechanical foundation. This program was more than successful, and ther-
mostatistics has even been applied to models which was not studied by thermodynamics.
Nowadays, statistical mechanics is used in almost (if not) all physical �elds. It is even
used outside physics, e.g. in economics and social sciences.

Thermodynamics deals with extensive systems composed of a very large (physically
in�nite) number of particles N . Hence, the tools developed in statistical mechanics are
marked by these properties. In statistical mechanics the limit N ! 1 for an extensive
system is called the thermodynamical limit. As an example, phase transitions are de�ned
as Yang-Lee singularities of the canonical potential of the considered system. It is easy to
show that these singularities show up only at the thermodynamical limit. In other words,
systems far from this limit, or \small" system, cannot exhibit the usual signals (Yang-Lee
singularities) of phase transitions. Systems are considered to be \small" if the range of
their forces is at least of the order of the size of the system.

Because the conventional signals rely on the thermodynamical limit they are absent in
\small" systems. But does it mean that there is actually no phase transition at all in these
systems?

In fact, in experiments (real or numerically simulated) one can observe that \small"
systems do have some behaviors that would be called phase transitions if they were in�nite.
E.g. atomic clusters composed of a few hundreds of atoms have solid{like properties at
low energies, then liquid{like at higher energies to eventually be a gas of atoms at high
energies. Spin systems are \ordered" at small energies and completely \disordered" at very
high energies. Nevertheless, in the conventional sense, these di�erent macroscopic states
and the intermediate stages between them cannot be called phases and phase transitions
because the systems do not show any of the \correct" signals of phase transitions.

The facts mentioned above are clear indications that the phase transitions do not ap-
pear at the thermodynamical limit but only their usual signals. Therefore, it is natural to
ask whether one can rede�ne phases and phase transitions without invoking the thermo-
dynamical limit. Of course, these new de�nitions should converge to the usual ones in the
limit N !1, if it exists.

A thermostatistics of \small" systems has been developed by D.H.E. Gross and its
collaborators for many years now [Gro01, Gro97]. In this theory, phases and phase
transitions are de�ned by means of local properties of the microcanonical entropy, where
the latter is a function of the dynamically conserved quantities of the system.

The microcanonical ensemble is based on the mechanical properties of the studied

ix



General introduction

system. The entropy is de�ned by means of Boltzmann's principle and hence is a purely
mechanical based quantity. Boltzmann's principle does not impose (or require) properties
like extensivity or in�nite number of particles. Hence, the microcanonical ensemble is the
proper ensemble to study \small" systems. On the contrary, the canonical ensemble does
not provide an accurate description of \small" systems, because it is based on assumptions
(extensivity, small interactions with a heat bath) which are not true for these systems.
The statistical descriptions of \small" systems, provided by the di�erent ensembles, are
not equivalent.

The aim of this thesis is, �rst to collect and summarize theoretical results, and con-
vince the reader of the physical relevance of the microcanonical thermostatistics of \small"
systems. Then, some concrete applications of this theory to di�erent models of \small"
systems are presented. It is shown that these systems have rich phase diagrams and that
almost all their �nite-size peculiarities are overlooked by the canonical ensemble.

This thesis is organized as follows.
The �rst part tries to give an almost exhaustive overview of the present status of the

statistical mechanics of \small" systems from a theoretical point of view. This description
is illustrated with some original applications to analytical entropy-models.

The �rst chapter is a remainder of notions that are used throughout this thesis. Most
of them are known from standard statistical mechanics. However, some of them have to
be rede�ned in order to be adapted to the peculiarities of \small" systems. The de�nitions
of the microcanonical and canonical ensemble used in this work are given in sections 1.1
and 1.2. The choice of the microcanonical ensemble among the di�erent statistical de-
scriptions is discussed in section 1.3. Simple analytical entropy-models are introduced in
sec. 1.4. They are mainly used in chap. 2. The microcanonical entropy of a gas in the van
der Waals approximation is one of them. In chapter 2 the de�nitions of phases and phase
transitions are given (sections 2.1, 2.2 and 2.3). The fact that these de�nitions apply to
an ensemble of systems is stressed in sec. 2.4. Finally, alternative statistical descriptions
of \small" (or non-extensive) systems are reviewed and compared with the one used in this
work (sec. 2.5).

The two other parts show original results of studies of some \small" systems.
In part II, the liquid{gas transition of sodium clusters composed of a few hundreds of

atoms is discussed. This work continues the one done by many authors of Gross' group.
In chapter 3 the transition is studied at atmospheric pressure. After a short intro-

duction (sec. 3.1), the cluster model (sec. 3.2) and the numerical method (sec. 3.3) are
described. The numerical results are shown in sec. 3.4. Caloric curves and their relation to
the mass distribution of the system are discussed. The transition parameters are derived
from the Maxwell construction. Finally, the scaling behavior of all these observable is
described. The results are summarized in sec. 3.5.

In chapter 4 the system is studied at very high pressures. Here, the goal is to reach
the critical point of the liquid-gas transition. In the introduction sec. 4.1, the bulk critical
parameters are recalled. Then several attempts to observe a second order phase transition
within the cluster models used in chap. 3 are presented. They all suggest that if the critical
point of �nite size sodium clusters it exits, then it is located at higher pressure than its
bulk counter-part. In sec. 4.3 a new model for clusters is presented. It is inspired from
lattice gas models. This models shows for the �rst time the critical point of the liquid-gas
transition of sodium clusters. In this model the critical pressure is much higher compared
to the critical pressure in the corresponding thermodynamical limit. The �nite size critical
pressure decreases with increasing total mass of the system.

x



The third and last part is devoted to self{gravitating systems. These systems are
\small". They exhibit negative speci�c heat capacity regions for any number of particles.
This fact has been pointed out to the astrophysical community by the seminal work of
Antonov. The equilibrium properties of these systems have mainly be studied as a function
of the total energy E. However, in astrophysical context, the energy is not the only relevant
constant of motion. In this part of this thesis the inuence of the conservation of total
angular momentum L on the statistical properties of a self-gravitating system is presented.

In chapter 5 a very short introduction on the statistical description of self-gravitating
systems is given. The assumptions that have to be made in order to make possible a
statistical description of N{body systems interacting via Newtonian potential are briey
discussed. Contrary to previous works, no assumptions are made about the spatial sym-
metry of the mass distribution and a more \realistic" potential is used.

The study of this system is presented in chapter 6. First, some microcanonical de�ni-
tions are given (sec. 6.1). Then the average and the dispersion of the linear momentum
of a particle at a given position is discussed (sec. 6.2). A numerical method, suitable to
integrate observables over the whole parameter space, is described in sec. 6.3. The numer-
ical results are presented in sec. 6.4. The entropy, its derivatives (temperature, angular
velocity) and observables probing the mass distributions are discussed for the whole pa-
rameter space. The de�nitions of phase transitions, given in chap. 2, are used in order
to construct the phase diagram of the system. It is surprisingly rich, showing �rst order
and many second order phase transitions. All the properties of astrophysical interest are
lost in the canonical ensemble as shown in sec. 6.4.4. The results are summarized and an
outlook on future works is given in sec. 6.5.

The main results of this thesis are collected and discussed in the general conclusions.
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Chapter 1

Introduction and de�nitions

The aim of this chapter is to recall and introduce notions and terms that are used
throughout the rest of this thesis. Most of them are known in the framework of stan-
dard statistical mechanics. However, some of them have to be rede�ned (extended) in
order to be of use for small a systems. Most of these notions recover their usual sense
at the thermodynamical limit. It is by no means an exhaustive overview of thermostatis-
tics' realm. Moreover, dynamical issues like ergodicity, mixing or \approach to equilib-
rium" [Sas85, Kry79] are out of the scope of the present thesis, though arguments based
on dynamics and time{scales are used. Finally, for simplicity the de�nitions are worked
out within the classical mechanics framework although the basement of thermostatistics
on quantum mechanics is needed as it is done in standard textbooks on statistical mechan-
ics, viz. [LL94, Cal85, DGLR89, Bal82, Hil56]. Nevertheless, once the phase{space
volume is given the type of mechanics (either classical or quantum) plays only a marginal
role in the rest of the theory as it is shown below.

1.1 Microcanonical ensemble

1.1.1 De�nitions

Let us consider an isolated physical system whose (microscopic) state at a given time t is
described by a set of N generalized positions and momenta

fq;pg(t) � fq1(t); : : : ;qN (t);p1(t); : : : ;pN (t)g: (1.1)

The set over which fq;pg is de�ned is called the total phase space 
. Its dimension is
usually huge even for a small system, e.g. for a system of N classical particles the dimen-
sion of 
 is 6N . The dynamical evolution of the system is described by its Hamiltonian
H (fq;pg). For a time{independent (conservative) Hamiltonian b, this Hamiltonian and
an initial state say fq0;p0g :

= fq;pg(t = 0) de�ne a unique trajectory of the microscopic
state fq;pg in 
 c. This trajectory does not span the whole phase space 
 but it is
dense only on a sub{manifold of 
 noted by W . The dimension of W depends on the
number and type of the (macroscopic) \extensive" dynamical conserved quantities noted

aIn the following, the quotation marks around small are dropped if there is no ambiguity.
bHere and hereafter only time{independent Hamiltonian are considered.
cSince the Hamiltonian is time{independent any point of the trajectory can be taken as the initial

state.
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Chapter 1. Introduction and de�nitions

by X � fX1; : : : ;XMg d,e. The number of conserved quantities and their nature depend
on the system considered. E.g. the total energy E f, the total linear momentum P (if H is
invariant by translation), the total angular momentum with respect to the system center of
mass L (if H is invariant by translation and by rotation), the number of classical particles
N , the total charge Q, the system volume V which can be included in the Hamiltonian as
a static potential is also a macroscopic conserved quantity g.

Now if one assumes ergodicity [Hil56, LL94, Kry79], i.e. that the time average hOit
of an observable O along a trajectory de�ned by fq0;p0g and H is equal to hOiW (Xo) the
average over W (X0), where X0

:
= X (fq0;p0g),

hOit :
= lim

t!1
1

t

Z t

0
d� O(�)

�
R

 dq dpO (fq;pg) Æ (X (fq;pg) �X0)R


 dq dp Æ (X (fq;pg) �X0)

:
= hOiW (X0): (1.2)

I.e. the temporal averaging h�it for a single state can be replaced by an ensemble of (in-
�nitely) many states averaging h�iW (X(t=0)) over the accessible phase{space W (X0). The

density probability of the microstates fq;pg 2W (X0) is uniform, i.e.
h

P (fq;pg) = Æ (X (fq;pg) �X0)

W (X0)
; (1.3)

where W is the volume of the accessible phase{space W .

De�nition 1. A collection of systems whose probability distribution follows eq. (1.3) is
called a microcanonical ensemble.

Boltzmann's principle

S (X)
:
= kB lnW (X) ; (1.4)

de�nes the system entropy S as the logarithm of W times Boltzmann's constant kB
i.

Note that so far no assumption has been made on the extensive nature of S j nor the
thermodynamical limitN !1, N=V = const has been invoked. S is a purely\mechanical
based" quantity de�ned for any system size. S may or may not be extensive.

dThis de�nition of an extensive variable, sayX, is di�erent from the conventional one: consider a system
where X = X0 and divide it in two equal pieces A and B. X is extensive if XA = XB = X0

2
[DGLR89].

At the thermodynamical limit, if it exists, both de�nitions are equivalent (see sec. 1.2.1). In the following,
to avoid cumbersome notations, the dynamical conserved quantities are called \extensive".

eTo avoid cumbersome notations X refers also to a single \extensive" variable.
fAs only conservative Hamiltonian are considered, E = H is a constant of motion. Therefore E is

always an element of X; X1 � E.
gContrary to e.g. E, the conservation of the volume does not necessarily decrease the dimension of W .
hFor a quantum system the discrete nature of X leads to [DGLR89]

P (fq;pg) =
1

W (X0)
:

ikB is set from now on to 1.
jIn the classical sense S (X) is said to be extensive if X is extensive (see footnote (d)) and if for any

� > 1
S (�X) = �S (X) :
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1.1. Microcanonical ensemble

From now on, the \extensive" variables X are assumed to be continuous k (since the
following does not apply to discontinues variables), and S is assumed to be a smooth
many time di�erentiable (at least three times) function of X. Moreover, the nature of the
mechanics (classical or quantum) governing the system does not matter it is \hidden" in
W, the measure of the accessible phase{space [Gro01].

Once the entropy is de�ned one can introduce new, auxiliary, variables. These intensive
variables x � fx1; : : : ; xMg are the conjugate of X � fX1; : : : ;XMg with respect to the
entropy

xi
:
=

@S

@Xi
, i = 1; : : : ;M: (1.5)

E.g. the conjugate of E is � which is de�ned as the inverse temperature, the conjugate of
the system volume V is �P where P is de�ned as the pressure.

There is a clear hierarchy among the quantities mentioned above

i. �rst, the \extensive" dynamically conserved quantities X;

ii. then, the entropy S which is proportional to the logarithm of the space{phase volume
accessible to the system at �xed X (i);

iii. �nally, the intensive variables derived from S (ii) with respect to the mechanical
conserved quantities (i).

All this quantities are well de�ned and there is no quantity de�ned a priori.

It is worth to notice that the sign of C�1
V

:
= @��1

@E , the microcanonical heat capacity,
depends on the sign of the second derivative of S with respect to the energy

C�1
V

:
=
@��1

@E
= �

@2S
@E2�
@S
@E

�2 : (1.6)

At the thermodynamical limit van Hove's theorem [vH49] states that @2S
@E2 � 0 for all E l,

i.e. S is a concave function of E. The proof of this theorem relies on the thermodynamical
limit. Therefore, it does not apply to small systems. A priori, for these systems @2S

@E2 can
either be positive or negative, i.e. in small systems there is nothing that forbids negative
speci�c heat capacity regions. This point is of great importance and is further discussed
in chapter 2.

1.1.2 On the choice of X

Following the discussion in the previous section one should incorporate in X all and only
all the conserved quantities of the considered system. However, in practice one has often
to loosen this constraint:

� An isolated system of N classical particles has 6N � 1 constant of motions. For
N > 2 their functional form are known only when the system equations of motion
are integrated [Fer65], which is usually an impossibly diÆcult task. So, all the

kOr quasi{continuous, e.g. the number of particlesN whenN is suÆciently large, or any other conserved
quantity when the system is described by quantum physics.

lIn fact, the constraint applies to all X, i.e. @2S
@X2

i
� 0, i = 1; : : : ;M for all the values taken by X, see

sec. 1.2.3.
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Chapter 1. Introduction and de�nitions

W

C

C

1

2

Figure 1.1: Schematic view of W . C can have two \macroscopic" values: C1 and C2.

constant of motions cannot be in practice incorporated in X. Nevertheless, seven of
these constants are known: the energy, three components for the total linear and the
total angular momentum [Pad90]. Moreover, some of them can be less relevant. For
example, the total linear momentum can be set to zero by a suitable choice of frame
coordinates. Finally, for practical use one is forced to study the system with a small
number of parameters. This is the basic historical reason of introducing statistical
mechanics.

� In some systems there exist several processes (degrees of freedom) with very di�erent
time{scales. Hence, some quantities might be considered as constant though there
are not formally, i.e. some degrees of freedom may relax very quickly compared to
other ones. Then, as an approximation one can build a ME where the degrees of
freedom with long relaxation time are considered as �xed. This kind of argument is
used in part III and in general to de�ne the statistical mechanics of self{gravitating
systems, see for example [HK77, Sas85, CP01]. Of course, terms like \majority",
\sensibly", \quickly", etc, have to be carefully discussed and de�ned for each system
depending on e.g. the precision asked.

� It can also happen that the phase space is made of two (or more) \basins" connected
with each other by \tunnels" (see Fig. 1.1). If the system is ergodic, the time spent
in each basin is simply proportional to their respective volume. In some cases,
these basins can unambiguously be labeled with a quantity say C, for example a
symmetry [JG00]. Strictly taken the de�nition of the microcanonical ensemble given
in the previous section, one should not use C as a new parameter in X. However,
it is again a matter of time{scales. If in an experiment, one can control C and
prepare a collection of systems having all the same value of C, and if the time of
experimentation is smaller than the typical time over which this quantity is conserved
(the typical time that the system spends in the corresponding basin), then just like
in the previous point, one may consider C as quasi{conserved and add it in X.
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1.2. Canonical ensemble

1.2 Canonical ensemble

1.2.1 De�nitions

Consider a large isolated system called hereafter HT . Its Hamiltonian and the value of
the constant of motions are noted by HHT and XHT , respectively. Now consider a part of
HT , say A, and the rest of HT , say B. HHT can be written as

HHT = HA +HB +HAB ; (1.7)

where HA and HA are the Hamiltonian of A and B resp., and HAB describes the interac-
tions between A and B.

If HAB can be neglected compared to HA and HB, i.e. if

HHT ' HA +HB; (1.8)

then HT can be seen as the union of two independent systems HT = A[B. The following
relation holds

XHT = XA +XB ; (1.9)

whereXA and XB are the values taken byX in A and B. Therefore, X is a set of extensive
variables in the conventional sense (see footnote d on page 4). A priori XA and XB are
not �xed, they can both uctuate m. The volume of the phase space WHT accessible to
HT is written as a folding product

WHT (XHT ) =

Z XAmax

XAmin

WA(XA)WB(XHT �XA) dXA; (1.10)

where WA and WB are the phase space volumes of A and B, respectively. The bounds of
the integral in eq. (1.10) depend on the domains of de�nition of A and B.

Now if A is small compared to B, i.e. if HA � HB and XA � XB , then B can be
seen as a reservoir of X for A, i.e. the exchange of amounts of X between A and B does

neither change notably the entropy of B (@
kSB
@Xk jXB

= 0 for k = 2; 3; : : :) nor the value of
XB . Under those conditions, the probability P (XA) for the subsystem A to have a given
value of XA is [LL94]

P (XA) =
1

Z(x0) exp (�x0 �XA + SA(XA)) ; (1.11)

where Z(x0) is the normalization constant called the partition function

Z(x) =
Z XAmax

XAmin

dX exp (�x �X + SA(X)) ; (1.12)

x0 = @SB
@XB

jXB
' @SHT

@XHT
jXHT

is imposed to A by the reservoir. SA (X) is the entropy
that A would have if it was isolated. The domain of de�nition of SA is [XAmin;XAmax].
Thus the values of the intensive variables are imposed by the reservoir HT on A while
its extensive variables are free to uctuate according to the distribution (1.11). The
probability distribution P depends explicitely on x0. Therefore, in the following, it is
noted P (X;x0).

mFor simplicity, all the components of X are assumed to uctuate. Of course, depending on the context
some of them might be �xed.
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Chapter 1. Introduction and de�nitions

De�nition 2. A collection of systems whose extensive variables X are distributed accord-
ing to the distribution (1.11) is called a canonical ensemble n.

In most of the cases the range of XA in the integral (1.12) can be changed to [0;+1[.
Then Z(x) becomes the Laplace transform of exp (S(X)). For simplicity, in the following
Z(x) is called the Laplace transform of exp (S(X)). Hereafter, the argument of the ex-
ponential in eq. (1.12) is noted by f (X;x) = �x � X + S(X); and F (x) � � 1

� ln (Z (x))
is called the free energy, or the thermodynamical potential in CE. Note that one can
alternatively write the previous functions of the intensive parameters x (i.e. P , Z, f , F )
as functions of the \extensive" parameters X0 provided that x0 =

@S
@X jX0 . Hence, in the

following, f (X;x0) is also noted f (X;X0). Note that X0 is not necessarily unique, i.e. a
priori, nothing forbids X1 6= X0 from satisfying x0 =

@S
@X jX1 .

1.2.2 Link between ME and CE

Equation (1.12) shows that the main mathematical ingredient that transforms ME to CE
is a Laplace transform. In order to facilitate the following discussions it is worth to spend
some time to acquire a \pictorial" representation of this transform.

For sake of simplicity let us suppose that E is the only parameter (X = E) and that
the entropy S (X) is a concave function for all values of X as required by conventional
thermodynamics.

Fig 1.2(a) shows the entropy (thick plain line) and the line x0 �X (thick dashed line).
The value of x0(� �) has been set to x0 =

@S
@X jX0 . The plain line is just x0 �X+K where K

is a constant chosen so that this line touches S (X) at X0. By de�nition the line x0 �X+K
is tangent to S (X) at X0

@

@X
(x0 �X +K)jX0 = x0 =

@S

@X
jX0 :

f(X;X0) = f(X;x0) = �x0 � X + S(X) is plotted in Fig. 1.2(b). It is the result of
the shearing of S by the line of equation x0 � X = 0. By construction, f (X;x0) has an
extremum at X0

@f

@X
jX0 = �x0 + @S

@X
jX0 = 0:

For the present example this extremum is even a maximum since @2f
@X2 jX0 =

@2S
@X2 jX0 < 0.

Note that this extremum is a maximum because S is concave at X0.

In Fig. 1.2(c) the argument of the integral in Eq. (1.12), i.e. exp (f (X;X0)) /
P (X;X0) is plotted. As one can see, it is a peaked function with a maximum at X0.
In the canonical ensemble and for this system, the most probable value of X is X0. The
most probable value of X is always X0 if the entropy S is a strictly concave function of X,
i.e. @2S

@X2 < 0 for all values of X. It can be shown that in the Gaussian approximation the
width of this distribution is proportional to ��2CV , where CV is the heat capacity. CV is
de�ned in CE in the following way

CV
:
=
@hEi
@T

/ hE2i � hEi2; (1.13)

nIn the conventional canonical ensemble, the only uctuating extensive parameter is the subsystem
energy EA.
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1.2. Canonical ensemble

X0
X

SHXL, x 0 .X

(a)

X0
X

f HXL

(b)

X0
X

exp Hf HXLL

(c)

Figure 1.2: Schematic illustration of the integral in Eq. (1.12) on page 7 (see text). (a)
Entropy S(X) (thick line); x0 � X :

= @S
@X jX0 � X (dashed line) and x0 � X +K (thin line)

where K is chosen so that x0 � X0 + K = S(X0). (b) Result of the shearing of S by
�x0 � X, i.e. f(X) = �x0 � X + S(X). (c) Unnormalized probability distribution of X
P (X;X0) / exp (f(X;X0)).

where

hEi � � 1

Z
@Z
@�

(1.14)
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Chapter 1. Introduction and de�nitions

is the mean value of the energy in CE, and

hE2i � 1

Z
@2Z
@�2

(1.15)

is the mean value of the energy squared in CE. From the de�nition of the canonical heat
capacity eq. (1.13), it immediately follows that it is a positive quantity. This is in sharp
contrast with ME where nothing forbids a priori the entropy to have a convex part for
�nite size systems and consequently a region of negative heat capacity. If one identi�es the
two de�nitions of CV then S must be a concave function of X. However, when CE and
ME are not equivalent this identi�cation is simply no longer legitimated (see sec. 1.2.3).

In order to generalize the previous results to multidimensional parameter spaces, �rst
HS is de�ned as the Hessian matrix of S

Hs
:
=
 @2S

@Xi@Xj

, i; j = 1; : : : ;M: (1.16)

HS is a M�M symmetric matrix. Therefore, one can always �nd a basis fv1; : : : ;vMg
where HS is diagonal. Its M eigenvalues are �1 � �2 � : : : � �M. Furthermore, DS =
�1 � �2 � � � �M is the determinant of HS also called the Hessian of S. Note that Hf the
Hessian matrix of f is equal to HS since f is S plus a linear function of X.

In one hand, when �1 < 0 holds at X = X0, then S (X) is said to be a concave function
at X0 (it is a local property). In the other hand, when �M > 0 at X0 then S (X0) is locally
convex.

Now in the case of a multidimensional parameter space, f (X;x0) is the result of the
shearing of S by a plane of equation x0 �X. In the Gaussian approximation, the uctuation

of the full parameter{vector
p
hX2i � hXi2 is proportional to

�
(�1)M+1DS

��1
. Again,

this implies that (�1)M+1DS is positive. One can even show that all the eigenvalues
of HS have to be negative, i.e. �1 < 0 [GV00, FG01]. Or on other words, S must be
concave at X0. This generalizes the constraint of a positive heat capacity for a system
withM = 1.

1.2.3 Equivalence conditions

At the thermodynamical limit, CE and ME are said to be equivalent at X = X0 if the
following conditions hold

1. hXiCE = X0,

2. limN!1hX2i � hXi2 � N ,

where

hXiCE = � 1

Z
@Z
@x
jx0= @S

@X
jX0

; (1.17)

is the mean value of X in CE, and

hX2iCE =
1

Z
@2Z
@x2

jx0= @S
@X

jX0
: (1.18)

Condition (2) ensures the speci�c heat capacity to be a �nite and positive quantity.
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1.3. Microcanonical or canonical ensemble?

At the limit N ! 1, if ME and CE are equivalent then X
N does not uctuate in CE.

Its distribution function P
�
X
N ;

X0
N

�
as a function of the speci�c \extensive" variables is a

Æ{Dirac distribution, i.e.

P

�
X

N
;
X0

N

�
= NÆ (X �X0) : (1.19)

For �nite systems, as X
N uctuates one needs a set of \weaker" conditions where small

uctuations are allowed

0'. Z (x0) =
R
dX exp (�x0 �X + S (X)) < +1,

1'. X0 ��X0 < hXiCE < X0 +�X0,

2'. hX2i � hXi2 < ÆX0,

where x0 =
@S
@X jX0 . ÆX0 and �X0 are two arbitrary positive constants. For small systems

a zeroth condition must be added: Z must be �nite. This condition holds for all systems
at the thermodynamical limit since their entropies are everywhere concave as van Hove's
theorem states it o. In part III, a model is presented for which condition (0') does not hold
for some values of X0 and a particular choice of intensive parameters (see section 6.4.4).

In order to ful�ll these equivalence conditions at X0, f (X;X0) must have a global
maximum at X0. Locally this means that f and therefore S must be concave at X0. I.e.
CE and ME can be equivalent for small systems at X0 only if �1 (X0) < 0. But if the
plane x0 � X +K(X0) = 0 touches more than one time the entropy surface then at least
condition (2') is not satis�ed, consequently CE is not equivalent to ME at X0. Hence, the
equivalence at X0 implies that �1(X0) < 0, whereas the converse proposition is not always
true.

1.3 Microcanonical or canonical ensemble?

As ME and CE are equivalent at the thermodynamical limit (except at phase transitions,
see below in section 2.2), the choice of the ensemble used to describe the in�nite system
is only a matter of conveniency. The canonical description is commonly preferred because
therein the computations are usually \reduced" to optimization problems. They are in
most of the cases technically easier to handle and faster to solve than computing averages
over the whole microcanonical phase spaces. Moreover, the notion of heat bath is well
de�ned and the assumptions made in sec. 1.2.1 on page 7 in order to de�ne CE are valid.

For small systems the situation is dramatically di�erent. CE relies on the assumption
that the interactions between the system A and its reservoir B can be neglected and that
the conserved quantities are extensive. These assumptions generally do not hold for small
systems, i.e. when the range of the forces is of the order of the range of the system. For
a small system the interactions between A and B dramatically a�ect the whole system
A [Gro97, Sch97, CP01, SSHT00, STH00].

Nevertheless, one can go on and simply assume a canonical distribution for the \ex-
tensive" variables. This in order to bene�t from technical advantages of CE compared to
ME. In this respect, the canonical ensemble can be seen as a trick (as already noticed by

oTo be more precise, when N ! +1 it is Z1=N which is a �nite quantity.
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Chapter 1. Introduction and de�nitions

Ehrenfest eighty years ago [EE12]). But, if one uses this trick, one would loose a lot of in-
formation about the physics of the system near and at phase transitions. This information
is accessible to ME. Some information is lost because the equivalence conditions (1') or
(2') do not hold near and at phase transitions (see section 2.2, see also [GV00] where half
of the parametric space is in practice lost after the Laplace transform p). One could not
observe for example multifragmentation of nuclei [CGD00, DGC+00, DBB+99, Gro90]
or of metallic clusters [GMS97, SKM+97, GM97, MHGS97]. In a model presented in
part III, all the phenomena of astrophysical interest are overlooked by CE.

As there is a hierarchy of system parameters, X ! x (see page 5) there is a hierarchy
of ensembles ME! CE with a loss of information from ME to CE [CH88, GM97].

In summary, ME is the proper ensemble to describe small systems and information is
lost in the transformations ME$ CE.

For all these reasons the microcanonical description of a small system should be pre-
ferred to the canonical one.

1.4 Toy models

In chapter 2 the de�nitions of phases and phase transitions are illustrated by the following
simple analytical entropy-models. The model considered as one{dimensional S (X) =
S (E) is adapted from [H�ul94a]. The two dimensional model is the one of a gas in
the van der Waals approximation. In sec. 1.4.2 some classical results for this model are
recalled [LL94, DGLR89].

1.4.1 1{D toy model

H�uller introduced in [H�ul94a] several models of typical density of states (or entropy), in
order to illustrate the smearing of information in CE. In the following chapter, one of
these 1{dimensional entropy model is used to illustrate (a) the inuence of the surfaces
through the surface entropy Ssurf and (b) the behavior of the caloric curve towards the
thermodynamical limit. The entropy-model S1 is de�ned as

S1(�) = S1(�) +N2=3Ssurf(�); (1.20)

where � is the speci�c energy � = E=N . s1(�) = S1(�)
N , the \in�nite" system speci�c

entropy (the volume part of S1) as a function of the speci�c energy � is given by

s1 (�) = �t��
(
0 if �d < � < d;

a4 (j�j � d)4 else;
(1.21)

with the constants �t = 1, a4 = 0:04, and d = 0:5. As required by van Hove's theorem
@2s1
@�2

� 0 for all � [vH49]; @2s1
@�2

= 0 for a range of energies �d < � < d.

The surface e�ects are described by an entropy Ssurf modeled in the following way

Ssurf (�) = �a cos (��) ; (1.22)

pFormally Z contains the same information as S. But in practice, the inverse Laplace transform, needed
to recover S from Z, is a very unstable transformation when �nite precision is used [CH88]. Moreover, in
CE the quantities are mostly computed thanks to some optimization algorithms (e.g. maximization of free
energy, or f , etc.). Hence, the information near minima (�1(X0) > 0) is overlooked by those methods.
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1.4. Toy models

-1 -0.5 0.5 1
Ε

0.5
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1.5
s1HΕL+aΕ+b

Figure 1.3: Speci�c entropy s1(�). A linear term in � is added to s1(�) in order to emphasize
the convex intruder (a = �0:5, b = 1 and N = 100). For �nite N the speci�c heat capacity
is negative for � 2]� 0:5; 0:5[ and positive elsewhere.

where a = 0:01.

For N �nite, s1 has a convex intruder (@
2s1
@�2

> 0) for a range of energies �d < � < d.
See for an illustration �g. 1.3. As shown in the next chapter, this negative speci�c heat
signals a �rst order phase transition [Gro97]. At the thermodynamical limit, s1 = S1=N
must satisfy van Hove's theorem, so the inuence of surface e�ects must decrease relatively
to the volume ones. A reasonable assumption is that the scaling of the surface e�ects should
be � N2=3 as already written in eq. (1.20) on the facing page. This scaling implies that
limN!1 s1 = s1, thus s1 satis�es van Hove's theorem.

1.4.2 2{D toy model: the van der Waals approximation

The second model is the van der Waals gas [DGLR89, LL94]. It is a simple analytical
model that presents �rst and second order phase transitions. Its microcanonical speci�c
entropy (s = S

N ) as a function of the speci�c energy � and the speci�c volume v = V
N is

(up to an additive constant that does not depend on � and v)

s (�; v) = ln(v � b) +
3

2
ln
�
�+

a

v

�
; (1.23)

where a and b are two phenomenological constants. Their values depend on the uid: a is
linked to the interaction potential acting in the mean on one particle, b is an approximation
for the avoided volume per particle q.

With a suitable choice of units, i.e. � ba ! � and v
b ! v, eq. (1.23) becomes

s (�; v) = ln(v � 1) +
3

2
ln

�
�+

1

v

�
: (1.24)

In these units � the inverse temperature is

�
:
=
@s

@�
=

3

2

1

�+ 1
v

; (1.25)

qFor a discussion on the avoided volume see app. A.
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Figure 1.4: Speci�c entropy surface of the van der Waals model as a function of the speci�c
energy � and volume v. �c and vc are the speci�c critical energy and volume.

and the pressure p

�p
:
=

@s

@v
=

1

v � 1
� 3

2

1

v2
�
�+ 1

v

� : (1.26)

This model has a critical point (second order phase transition) at �c =
1
9 , vc = 3 )

�c =
27
8 , pc =

1
27 . At this critical point the following relations hold [DGLR89, LY52b]

@p

@v
j�=cst = 0; (1.27)

@2p

@v2
j�=cst = 0: (1.28)

All quantities written in the following, for this model, are normalized by these critical
values.

Fig. 1.4 shows the speci�c entropy s as a function of � and v.
In �g. 1.5(a) on the next page isotherms are plotted in the plane (p; v) for di�erent

temperatures. At large volumes, the compressibility �
:
= �@v

@p is large like in a gas. At
small volumes, � is small like in a liquid. Below �c, the isotherms have a loop, i.e. there
is a region of negative �. In other words, the equation p(v) = p0 has one solution above
�c and three below �c. This loop is classically interpreted as a signal of a �rst order
transition with phase coexistence [DGLR89]. Along the critical isotherm (� = �c), the
compressibility diverges at v = vc. This divergence signals a second order phase transition.

In �g. 1.5(b) isobars are plotted in the plane (�; h), where h = � + pv is the speci�c
enthalpy. At low pressure and for a given isotherm, � is a multiple valued function of h.
On the critical isobar (p = p+ c), @�

@h diverges at hc.
The domain of physical validity of the van der Waals (vdW) approximation is smaller

than the domain of de�nition of its entropy (v > �1 and � > � 1
v , see eq. (1.24)). E.g.
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Figure 1.5: Isotherms and isobars of the van der Waals model.

in the phase transition region, where for a real liquid{gas phase transition the density is
no longer uniform, in contrast with the uniform density assumption made in the vdW
approximation. Another region where the physical validity of eq. (1.24) breaks down is
where the pressure becomes negative, i.e. @s

@v < 0 (see �g. 1.4 at � = 0 and v & 1, see also
eq. (1.26)). Moreover, S does not have a proper thermodynamical limit since the region
of negative compressibility remains even at the limit N ! 1. However, for illustration
in the following the underlying physical system is forgotten and s is taken as it is. It is
simply used as an entropy-model.
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Chapter 2

Thermostatistics of small systems

At the thermodynamical limit, a �rst (second) order phase transition at say x = x0 =
@S
@X jX0 is signaled by a singularity in the second (third) derivative of the free energy F
(canonical potential) with respect to the intensive variables x [LY52a, LY52b, GR69,
GL69]. From the properties of the probability distribution of the \extensive" variables
X in CE (whenever F is singular or not), one can infer a de�nition of phases and phase
transitions based on the local curvature of the microcanonical entropy-surface (see for
systems depending on M = 1 \extensive" parameter [GM87, GMS97, Gro90, Gro01],
special cases of M = 2 [GEZ96, GV00, Gro01] and a straightforward generalization
in [FG01]).

In this chapter, these de�nitions and their origins are recalled and illustrated with
the analytical models presented in section 1.4 on page 12. Some consequences of these
new de�nitions and their link to the standard ones are also discussed. Finally, alternative
de�nitions are reviewed and commented in section 2.5.

2.1 Pure phases

2.1.1 De�nition

At the thermodynamical limit a system is in a pure phase at say x0 when F is an in�nitely
di�erentiable function of x at x0 [LY52a, Cal85, GL69]. In a pure phase ME and CE
are equivalent. The distribution of X

N in CE is a delta peak centered at X0, where X0

satis�es x0 =
@S
@X jX0 . For a �nite system, the precursor of this delta peak is a distribution

with a maximum at X0 (see sec. 1.2.2). This means that, at X0, the entropy is a concave
function. I.e. �1, the largest eigenvalue of the Hessian matrix of S, is negative. Thus, for

a one dimensional system, its heat capacity is positive, CV / �
�
@2S
@X2

��1
> 0.

De�nition 3. A microcanonical ensemble of states is in a pure phase at X = X0 if
�1 (X0) < 0.

2.1.2 Example

In �g. 2.1 on the next page the sign of �1, the largest eigenvalue of the Hessian matrix of s
the entropy of the van der Waals model a (presented in section 1.2.1) is plotted versus the

as(�; v)
:
= ln(v � 1) + 3

2
ln(�+ 1

v
).
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Figure 2.1: Sign of �1, the largest eigenvalue of the Hessian matrix of s for the van der
Waals entropy-model. The white region at large volume corresponds to �1 < 0 (pure
phase). The gray region corresponds to �1 > 0. �1 is equal to zero along the boarder{
line between these two regions. The black dot locates the critical point Xc known form
standard thermostatistics.

speci�c energy � and volume v. The white region at large energies corresponds to �1 < 0
and therefore, according to def. 3, to a pure phase.

If one chooses a pressure p0 and a temperature T0 = ��10 at say X0 = (�0; v0), i.e.
�0 =

@s
@� jX0 and �0p0 =

@s
@v jX0 where �1 (X0) < 0, then f (X;X0) = f (X;x0 = (�0; p0)) =

�x0 �X+s(X) has a local maximum at X0. This is illustrated in �g. 2.2 on the facing page,
where a density{contour plot of f is shown for (�0; v0) = (5; 5) ) (�0; p0) =

�
5
7 ;

17
25

� �
(0:71; 0:68). f has a clear maximum at (5; 5). It is even a global maximum. In this
example, CE and ME are equivalent at X0 in the sense given in sec. 1.2.3.

2.2 First order phase transitions

2.2.1 De�nitions

Pure phases are locally de�ned by a negative �1. What does happen to the probability
distribution P (X;X0) if �1 (X0) > 0? First of all, for M = 1 (i.e. S(X) = S(E)) this
implies a negative speci�c heat capacity. There ME and CE cannot be equivalent. Fur-
thermore, the probability distribution P (X;X0) / exp (f (X;X0)) has a local minimum
at X0.
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Figure 2.2: Contour{Density plot of f(X;X0) � f(X;x0) = �x0 �X+s(X) for the van der
Waals entropy-model at X0 = (�0; v0) = (5; 5), where x0 = (�0; �0p0) =

@s
@X jX0 = (57 ;

17
35 )

and �1(X0) < 0. There is a clear maximum at (�0; v0). The gray level correspond to the
value of f : the grayer the larger is f . The thick line corresponds to �1 = 0 (see �g. 2.1
on the facing page); on the right side of this line �1 < 0 and on the left one �1 > 0. The
scale of f is non{linear.

This is illustrated in �g. 2.3(a) on the next page, where P (�; �0) (unnormalized) is
plotted for the entropy-model s1

b for di�erent value of �. The �rst one has been taken
at �0 = 0 and the other at �0 = 0:2 which correspond to � = �t = 1 and � � 1:002, resp.,
and for N = 102. The two probability distributions have a minimum at their respective
�0. Moreover, in each distribution there are two maxima which have, by construction,
the same temperature than their respective �0, but their respective heat capacities are
positive. I.e. the two peaks correspond to two pure phases. For � = 1 the two peaks are
of equal height, while for � = 1:002 the peak at low energy is higher than the other one.
In CE (at �nite size and at � = �t), the two pure phases have the same probability of
occurrence. Therefore, the uctuations and consequently the speci�c heat capacity are
large in CE (eq. (1.13) on page 8). Hence, the equivalence condition (20) c does not hold,
although condition (10) d is ful�lled since h�iCE = �0 (f is an even function for � = �t).
For � = 1:002 the condition (10) clearly does not hold.

In �g. 2.3(b) the same distribution functions as in �g. 2.3(a) are plotted but this time
for N = 103. The width of the peaks are smaller. For � = 1:002 the smallest peak is of

bs1(�)
:
= �� 0:04(j�j � 0:5)4�(j�j � 0:5)� 0:01N�1=3 cos(��), as de�ned in sec. 1.4.1.

cSmall uctuations of the \extensive" parameters in CE, see page 11.
dhXiCE = X0 = 0, see page 11.
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Figure 2.3: Unnormalized distribution functions P (�; �0) / exp (f(�; �0)) =

exp
�
�@s1

@� j�0 � �+ s1(�)
�
for the entropy model s1 (see eq. (1.20) or footnote (b) on the

preceding page); for two values of N and of temperatures T�10 = @s1
@� j�0 . When �0 is cho-

sen in the region of negative speci�c heat capacity, the probability distribution of � has a
double peak structure.

no importance compared to the one at low energy. At the thermodynamical limit, this
distribution function is simply a single Dirac distribution at � � �0:8, and not at � = �0!
Now, for � = 1, i.e. �0 = 0, the two peaks remain. At the thermodynamical limit, the
distribution function is composed of two delta Dirac e, one at � = �0:5 and the other
at � = 0:5. In CE, the uctuations of the energy are larger for � = 1 and smaller for
� = 1:002. But nevertheless, the equivalence conditions (10) or (20) do not hold for any of
the two �0.

These two delta peaks are at the origin of the critical behavior of F at a �rst order
phase transitions [Gro97]. Consider the system at the thermodynamical limit and its
probability distribution for X, i.e. limN!1 P

�
X
N ;

X0
N

�
. At � = �t � Æ� . �t, P has

a single peak at X0
N � �0 = h�iCE . �0:5. At � = �t + Æ� & �t, P has a single

peak at X0
N � �0 = h�iCE & 0:5 and at exactly � = �t, P has two peaks, one at �1 =

�0:5 and the other at �2 = 0:5 (implying h�iCE = (�1 + �2) =2). Consequently, in CE,

� is a discontinuous function of h�i. Therefore, the speci�c heat capacity CV = @h�i
@��1

diverges at � = �t. This divergence signals a �rst order phase transition in standard

eIt may be not clear why P should be composed of two peaks at the thermodynamical limit and at the
transition temperature. Indeed, at the limit N ! 1, s1

:
= s1 + N�1=3ssurf is just s1

:
= � � 0:04(j�j �

0:5)4�(j�j � d). s1 is a linear function of � in the range [�0:5; 0:5]. Therefore P should be simply at in
this interval.
This argument is not correct since the limit N ! 1 has been taken too soon. Consider P (�;N) /

exp
�
N
�
��� + s1(�) +N�1=3ssurf(�)

��
for a �nite N , at the transition temperature � = �t and for

� 2] � 0:5; 0:5[. The points in the transition region are suppressed exponentially because N (s1 � s1) =
N2=3Ssurf < 0. When N ! 1, although the relative weight of S1 compared to S1 vanishes, i.e.

limN!1
S1
S1

= limN!1
s1+N�1=3ssurf

s1
= 1, their absolute di�erence diverges limN!1 S1 � S1 =

limN!1N2=3ssurf = �1, leading to the double Æ{peak shape of P at the limit N ! 1. This illus-
trates nicely the danger of taking the limit N !1 too soon.
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Figure 2.4: Inverse temperature as a function of � (ME; plain lines), h�i (CE; dashed lines)
and N for the model s1 (see eq. (1.20) or footnote (b) on page 19). �ME(�;N)

:
= @s1

@� =

�0:16(j�j� 0:5)3 +0:01�N�1=3 sin(��). For �nite N , @�ME
@� > 0 for � 2]� 0:5; 0:5[, whereas

@�CE
@h�i < 0 for any h�i. With increasingN the di�erences between both inverse temperatures

vanish. However, in the limit N ! +1, �CE is not de�ned for h�i 2] � 0:5; 0[[]0; 0:5[
in contrast to �ME which is de�ned for all �. The discontinuity of h�i (�CE) leads to the
conventional signal of a �rst order phase transition.

thermostatistics [Rue69, Cal85, LL94, LY52a].

In �g. 2.4 the inverse temperature curves for the same entropy-model s1 are plotted
versus � (microcanonical � � �ME) and h�i (canonical � � �CE) for di�erent N . For all N ,
�ME and �CE are clearly di�erent in the energy range [�0:5; 0:5] where the microcanonical
speci�c heat capacity is negative. Close to these regions even though �1 < 0, ME and
CE are also not equivalent because of the presence of a second peak in their respective
canonical distribution functions (see �g. 2.3). For small systems, a phase transition in
ME implies the non-equivalence between the ensemble, while the non{equivalence does
not lead to a phase transition (in ME). With increasing N , these non{equivalence regions
with �1 < 0 shrinks to the transition region if the surface e�ects vanishes. For increasing
N , both the microcanonical and the canonical speci�c heat capacity increases at � = �t to
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Chapter 2. Thermostatistics of small systems

eventually diverge at the limit N !1. Again, this signals a �rst order phase transition.
The previous examples enlighten the fact that the singularity signaling a �rst order

phases transition at the thermodynamical limit has its origins in an anomalous curvature
of S, i.e. �1 > 0. The converse statement is not necessarely true, i.e. a negative curvature
at a given �nite N does not imply a phase transition at the limit N !1, indeed nothing
forbids the sign of �1 to be also a function of N at �xed X0

N .

De�nition 4. A microcanonical ensemble of states is in a �rst order phase transition at
X = X0 if �1 (X0) > 0.

The eigenvalue v1 associated with �1 gives the direction of the largest negative curva-
ture. In simple models when one follows the trajectory given by v1

f, one reaches the two
extrema (pure phases) which have the same x0 than the one at X0. Therefore, v1 gives
the direction of the local order parameter (see below and also [Gro01]).

De�nition 5. The direction of the local order parameter of a �rst order phase transition
is given by v1.

Note that, for a multidimensional X, there might be many positive eigenvalues (say
from i = 1; : : : ; k), this means that there are several �rst order phase transitions. A basis
for the order parameters is simply given by the set fv1; : : : ;vkg.

There is an important point to add. From the �g. 2.3 on page 20 one sees that the
information contained in the region where �1 > 0 are overridden by the ones coming
from the dominant peak (see also footnote (e) on page 20). Information contained in
the convex part of S is smeared out in CE [H�ul94a]. Formally no information is lost
since one can always perform a inverse Laplace transform (when of course the equivalence
condition (0') g is ful�lled). But this inverse transform is in practice so unstable that this
information is actually lost in CE [CH88].

So far, only models with simple topological entropy{surfaces have been studied. For
these models a �rst order transition region always led to two local maxima in f connected
by the curve of constant control parameter (as de�ned in footnote (f)). However, a priori,
more complicated cases (i.e. with more than two maxima) are not excluded (see for a
\three{peaks" system [Gro01]).

2.2.2 Example

In �g. 2.5 on the facing page, exp
n
f (X;X0)

o
/ P (X;X0) is plotted for the van der Waals

entropy-model. X0 = (�0; v0) = (0:94; 1) has been chosen in the region where �1 > 0. At
(�0; v0), f has a saddle point because the second eigenvector �2 is negative. One sees also,
just like for the one dimensional model in �g. 2.3, that f has two maxima in the pure
phase region. One corresponds to the liquid phase (small � and v) and the other to the
gas phase. By construction, their temperature and pressure are the same than the ones at
X0.

The �g. 2.6 on page 24 is the same as �g. 2.5 plus the vector �eld v1, and the line of
constant control parameter that goes through X0 = (�0; v0) as de�ned in footnote (f). It

fIt is the line solution of the following di�erential equation

_X(t) = v1 (X(t)) ; (2.1)

with X(t = 0) = X0 and t 2]�1;+1[ is a parameter. This line can be labeled by a control parameter.
gFinite partition function, see page 11.
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Figure 2.5: Contour{Density plot of f(X;X0) = �x0 � X + s(X) for the van der Waals
entropy-model at X0 = (�0; v0) = (0:94; 1), where x0 =

@s
@X jX0 . The thick line corresponds

to �1 = 0. Below (above) it, �1 is negative (positive), hence �1(X0) > 0. f has two local
maxima one at X1 � (1:68; 1:32) and another at X2 � (0:2; 0:8) which correspond to two
pure phases peak (�1 (X1;2) < 0). f has a saddle point at X0 = (�0; v0) (�1 (X0) > 0
and �2 (X0) < 0). By construction, @s

@X jX1 = @s
@X jX2 = @s

@X jX0 = x0. In CE the main
contributions to the partition function Z(x0) comes from the two peaks X1 and X2, and
the information from X0 is in practice lost. The white dot locates the critical point Xc.

nicely illustrates the de�nitions of the order and control parameters. If one follows the
curve tangent to v1 starting from X0 (gray line in �g. 2.6), one eventually reaches the gas
or liquid extrema (labeled by X1 and X2). Along this gray line f has an extremum h in
the v2 direction, in a symbolic formulation

rf � v1 = 0: (2.2)

hHere it is an maximum since �2 < 0.
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Figure 2.6: Contour{Density plot of f(X;X0) = �x0 � X + s(X) for the vdW entropy-
model at X0 = (�0; v0) = (0:94; 1), where x0 =

@S
@X jX0 , plus the vector �eld v1 and the line

of constant control parameter (as de�ned in footnote (f) on page 22) that goes through
X0 (gray line; see �g. 2.7). As one can see this line goes also through the two maxima
X1 and X2. At the maxima, by construction the values of the inverse temperature and
pressure are equal to x0 (which are de�ned at X0). The thick line corresponds to �1 = 0,
below (above) it �1 is negative (positive). The critical point Xc is located by a white dot.

In �g. 2.7 on the next page, the parametric lines (�(t); ��(t)) and (�(t); �p(t)) along
the constant control parameter line in �g. 2.6 are shown, where

��(t)
:
=
j�(t)� �(X0)j

�(X0)
; (2.3)

�p(t)
:
=
jp(t)� p(X0)j

p(X0)
; (2.4)

and t is the \time" parameter as de�ned in footnote (f) on page 22. This �gure shows that
the gray line goes indeed through the two local maxima in the pure phase phase regions.
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Figure 2.7: Parametric plots (�(t); ��(t)) (dashed line) and (�(t); �p(t)) (plain line) along
the constant control parameter line (as de�ned in footnote (f) on page 22) with X0 =
(�0; v0) = (0:94; 1) (gray line in �g. 2.6). �� and �p are the relative di�erence between
resp. �0 and p0 as a function of t where (�0; �0p0) = x0 =

@S
@X jX0 (see eqs. (2.3) and (2.4)).

�p(t) = ��(t) = 0, for t such that X(t) is equal to X0, X1 or X2.

The two equations ��(t) = 0 and �p(t) = 0 shares the same three solutions, t0, t1 and t2
which correspond time to X(ti) = Xi, i = 0; 1 and 2.

In �g. 2.8 on the following page, the vector �eld v1 for the van der Waals model is
plotted along with the sign of �1 and with the contour plots of the inverse temperature
� and of �p. I.e. � and �p are constants along their respective contour lines. The lines
�p = cst are almost i tangent to v1. Hence, �p is at a good approximation a control
parameter.

Although it is hardly to be seen on �g. 2.8, due to the scale and to the orientation
of the axes, the lines of constant � and the one of constant �p cross each other one or
three times (as checked in �g. 2.7). In the latter case one crossing is located in the �1 > 0
region.

Another point worth to be noticed, is that at �1 = 0, the lines of constant � and
constant �p are parallel to each other and also to v1, i.e.

r� ^r�p = 0; (2.5a)

and

r�:v1 = 0: (2.5b)

This is easy to understand since

r� =r
�
@s

@�

�
=

 
@2s
@�2
@2s
@v@�

!
(2.6a)

iThe angle � between v1 and r�p is �=2 along the line �1 = 0, elsewhere in the parametric range used
on �g. 2.8 the absolute di�erence j� � �=2j is of the order of 10�9.
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Figure 2.8: vdW entropy-model. Vector �eld v1; Contour{plot � = cst and �p = cst
solid and dashed lines, respectively. Sign of �1: gray shaded region �1 > 0 (�rst order
phase transition), white region �1 < 0 (pure phase). The dot at (�; v) = (1; 1) locates the
critical point of the �rst order phase transition of the vdW entropy-model. The vectors
v1 are almost tangent to the lines �p = cst, i.e. at a good approximation �p is the control
parameter of this �rst order phase transition.

and

r�p =r
�
@s

@v

�
=

 
@2s
@�@v
@2s
@v2

!
(2.6b)

which are the columns of HS, the Hessian matrix of S in the coordinates (�; v). Now, the
fact that �1 = 0 implies that these columns are linear combinations of the eigenvectors
whose eigenvalues are not zero. Thus, the columns are linearly dependent. Therefore,
and as the dimension of the parametric space is two, r� / r�p / v2 ? v1. The latter
relations lead to eqs. 2.5a. In other words, at �1 = 0 the constant intensive parameters
lines are all parallel to each other and to v1.
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2.2. First order phase transitions

In �g. 2.8 one can also notice that the lines of constant intensive parameters are tangent
to the line �1 = 0 at the critical point Xc. This is discussed further in sec. 2.3.

The eqs. (2.5) can trivially be extended forM > 2. The gradients of x = fx1; : : : :xMg
are linear combinations of the eigenvectors whose eigenvalues are non null. Therefore, if
e.g. �1 = 0 then frx1; : : : ;rxMg is a set of linearly dependant vectors which are all
orthogonal to v1.

2.2.3 Transition parameters

In classical thermodynamics one characterizes �rst order phase transitions by some couples
of quantities, the transition parameters, e.g. transition temperature Tt

:
= 1

�t
, latent heat

qlat, surface tension , etc.

These parameters are well de�ned for in�nite systems. However, for small ones they
hardly make sense. As one can see on �gs. 2.4 on page 21, there is no temperature at which
the transition take place, but on the contrary, the transition occurs (in ME sense) within
a certain range of temperatures. Of course, at the thermodynamical limit, if it exists,
this range shrinks to one point and the usual de�nition of the transition temperature is
recovered. As the other transition parameters rely on the value of Tt, they are in their turn
not unambiguously de�ned for small systems. For the surface tension , the diÆculties
are even greater since it is almost impossible to de�ne surface areas for small systems.
Indeed, in macroscopic systems the interphase is a two dimensional object only at a �rst
approximation. The density of the liquid does not abruptly change from its liquid value to
its vapor one; it decreases smoothly over a length of the order of the particle interaction
range. Hence, for a small system, whose size is of the order of the interaction range, the
de�nition surfaces are rarely unambiguous (an exception is e.g. spin systems [GEZ96]).
E.g. for the liquid{gas transition of metallic clusters how to de�ne a gas part, a liquid
part, and a surface area between them when the system is composed of a few thousands
of atoms?

Again all these parameters are de�ned in the limit N !1. Nevertheless, it could be
useful to have some \�nite{size" de�nitions (though ambiguous and inaccurate) in order
to make the bridge to their thermodynamical limit ones. I.e. de�nitions that converge to
the usual ones at the limit N !1. This can be useful to perform some �nite{size scaling
as done in sec. 3.4.

M = 1

A convex intruder in the speci�c entropy curve s(�) is forbidden for in�nite systems,
because there the system gains entropy if it would divide itself into two pieces one with
speci�c energy � = �1 and the other with � = �3 see �g. 2.9(a) on the next page. Both
pieces together would have a larger entropy shull(�) = �1s(�1) + �3s(�3) � s(� = �1�1 +
�3�3), where �1 = ���3

�1��3 , �3 = �1��
�1��3 and �1 + �3 = 1 are the relative sizes of the two

parts j [Cal85, H�ul94b]. Then, the slope of shull gives the transition temperature �t. An
equivalent approach is to make the Maxwell construction (see �g. 2.9(b); there �t = 1).
The latent heat qlat is simply given by qlat = �3 � �1, i.e. by the length of the Maxwell
construction segment. By construction, in �g. 2.9(b) the shaded area on the left side below
�tr is equal to the one on the right side above �t and also to shull(�2)�s(�2) :

= �ssurf � �s
the surface entropy, see also �g. 2.9(a).

jIt is implicitly assumed that the surface e�ects can be neglected [Gro01, Gro00b].
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Figure 2.9: Determination of the transition parameters for the entropy-model s1 (as de�ned
in sec. 1.4.1, eq. (1.20)), N = 100. At a �rst order phase transition, the speci�c entropy
has a convex intruder (panel (a); for conveniency a linear function of � is added to s1,
a = �0:5, b = 1). For short{range interaction systems, this intruder is forbidden by
van Hove's theorem [vH49] in the limit N ! +1. Indeed, those systems would gain
entropy by splitting up into two parts, one at speci�c energy �1 and the other at �3 (the
resulting entropy is shull in panel (a)). For �nite system, @shull@�

:
= �t de�nes the transition

temperature Tt = ��1t . This temperature is also the one given by the Maxwell construction
(panel (b)). The latent heat can be de�ned as �3� �1, the length of the Maxwell segment,
or alternatively, as 0:5�(�0:5) = 1, the length of the negative speci�c heat capacity region
(see text). At �2, �s = shull � s1, the entropy{loss induced by the surface correlations is
by construction equal to the areas between the Maxwell line and the lobes of the � curve
(gray shaded areas in panel (b)).

The intra{phase surface  tension is related to �ssurf by

 = rssurf TtNA ; (2.7)
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Figure 2.10: Speci�c entropy s01(�) = s1(�) +
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5 exp
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s
0

1(�) � s1(�). If one uses the convex hull shull (� Maxwell line) to de�ne �rst order
phase transitions (� canonical de�nition), one would conclude that there is one �rst
order phase transition between �1 and �3 (just like for s1, see �g. 2.9(a)). However, in the
microcanonical sense there are two phase transition regions for j�j 2]0:13; 0:53[ (�1(�) > 0).
This is an illustration of the deeper insight that gives ME compared to CE into small
systems phase transitions. Moreover, it shows also how ambiguous can be the de�nition
of transition parameters based on the Maxwell construction.

where A is the surface area.

As an approximation, one can use these de�nitions for small systems with M = 1.
However, as already mentioned they are ambiguous and should be used with caution. As
an example, one can realize that these de�nitions consider everything below the Maxwell
line as being a mixture of two pure phases (the ones at the end points of this line). But a
priori, there is no reason that forbids the presence of another pure phase below this line,
i.e. a region characterized by �1 > 0 but whose entropy is smaller than shull (see for an
illustration �g. 2.10). In this sense, the surface entropy and the other usual macroscopic
transition parameters are global properties of s, because at one point X = X0, �s depends
on the values taken by s on the whole parameter space.

An alternative de�nition for the latent heat is the length of the energy region over
which the speci�c heat capacity is negative (in �g. 2.9 on the preceding page, qlat =
0:5� (�0:5) = 1 < �3� �1). At the thermodynamical limit, the two de�nitions for qlat are
equivalent.

M > 1

For these systems there is so far no equivalent of the Maxwell construction. The simplest
solution is to reduce the problem to a one dimensional one by considering only the lines
at constant control parameter (gray line in �g. 2.6). This allows to have s as a function
of a unique parameter order and to use the machinery developed for M = 1.

Again, the parameters obtained are ambiguous and global. One should use them only
to make the bridge to their in�nite system values.
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Chapter 2. Thermostatistics of small systems

2.3 Second order phase transitions

2.3.1 De�nition

At a second order phase transition the surface tension between the phases vanishes. Two
(or more) phases coexist without any entropy loss. E.g. forM = 1 when the two peaks in
P (E) at �t are in�nitely close from each other leading to macroscopic uctuation of � in
CE. But, in contrast with a �rst order phase transition, h�i is still a continuous function of
� at a critical point. In one dimension, these transitions are characterized by @�

@� =
@2s
@�2 = 0

and @2�
@�2

= @3s
@�3

= 0. Taking as an example the van der Waals entropy-model, one can see
in �g. 2.11 how the two peaks merges when one approaches the critical point from the �rst
order phase transition region. In a multidimensional parameter{space the above mentioned
criteria for 1{D systems can be extended as: �rst �1 = 0 and second � � r�1 = 0, where
r�1 is the gradient of �1 and � is a yet unknown vector that gives simply the direction
along which �1 is at up to the �rst order approximation (�vanishing third derivative of
S). From the in�nite systems and from the fact that often second order transitions are
end{points of �rst order ones it can be inferred that this derivatives vanishes along the
order parameter [LL94], i.e. v1. Hence, the second criteria is v1 �r�1 = 0 [GV99,Gro01].

De�nition 6. A microcanonical ensemble of states is in a second order phase transition
at X = X0 if �1 (X0) = 0 and v1 (X0) � r�1 (X0) = 0.

The �rst eigenvalue �1 may not be the only one to ful�ll the condition given in def. 6,
i.e. �i (X0) = 0 and vi (X0) � r�i (X0) = 0 for i = 1; : : : ; k � M, in this case X0 is called
a multicritical point.

For a system depending on two\extensive"parameters (M = 2), it is shown in sec. 2.2.2
that, where �1 = 0, the lines of constant intensive parameters are parallel to each other and
to v1. The second criterium in def. 6 implies that the line of constant intensive parameters
are parallel to the line �1 = 0 (as already notices in the previous section).

This equivalent condition for second order phase transition can also be straightfor-
wardly generalized forM > 2. At a critical point the lines of constant intensive parameters
are orthogonal to v1 where �1 = 0.

2.3.2 Example

Fig. 2.11(a){(c) show how for the vdW entropy-model the two pure phases peaks merge
when X0 ! Xc where �1(X0) > 0. Fig. 2.11(c) illustrates the fact the derivative of �1
along v1 vanishes. f(X;Xc) = � @s

@X jXc + s(X) is a at function (at least up to the third
order) along v1 at Xc, i.e. the contours close to the value f(Xc) are at �rst approximation,
ellipses whose larger axes are roughly parallel to v1 (Xc) and with large ratios of the major
axes length to the minor's one.

In �g. 2.12 on page 32 the two criteria given in def. 6 are plotted for the van der Waals
model. The thin line corresponds to �1 = 0 and the thick one to v1 � r�1 = 0. These two
lines cross each other at the already known critical point Xc = (� = �c; v = vc). There is
no other point in the parameter space (�; v) satisfying the conditions for a critical point
given in def. 6.
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Figure 2.11: Contour density plot of f(�0; v0 = 1) = �x0 �X + s(X) for the vdW entropy-
model, where x0 =

@S
@X j(�0;v0=1) and for di�erent values of �0, when �0 ! 1�. The thick line

locates �1 = 0. Below (above) this line �1 is negative (positive). For v0 = 1 and �0 < 1,
�1 is positive. �1 > 0 de�nes a �rst order phase transition region. There f (� minus the
canonical free{energy) has two maxima in the pure phase regions (panels (a) and (b)). At
the limit �0 ! 1, these two maxima merge giving raise to a second order phase transition
(see text).
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Figure 2.12: Criteria in def. 6 for second order phase transition applied to the vdW
entropy-model. The thin and the thick lines correspond to �1 = 0 and v1 � r�1 = 0,
respectively. These two lines cross each other at the already known critical point at
Xc = (�=�c; v=vc) = (1; 1) (gray dot). In the gray (white) region �1 > 0 (< 0).

2.4 Single event as a signal for phase transition?

Consider as an example, the study of the liquid{gas phase transition of metallic clusters
(this transition is studied in part II). At very low energy all atoms are bounded in one
big cluster (liquid phase). At higher energies the system enters the phase transition at an
energy, say E = Ee, and starts to evaporate some monomers. Now, from a microcanonical
experiment, where the energy E1 is �xed but unknown, an event is randomly singled out.
Its mass distribution �1 is simply a big cluster and one monomer. The question is whether
this event, characterized by �1, signals the beginning (with increasing energy) of the phase
transition. In other words, does �1 imply E1 = Ee?

As de�ned in the previous sections, phases and phase transitions are linked to the local
properties of the microcanonical entropy surface. In its turn, the entropy is a property of
an ensemble of states via Boltzmann's principle. Therefore, phases and phase transitions
are properties of an ensemble of states and not of a single event.

Again, in other words, in a small system, a single event cannot be the signal of a
phase transition. At most, one can single out from the ensemble an event that would
characterize it by means of some most probable or average values of observables. E.g.
at E = Ee events with � = �1 are the most probable ones. The inverse proposition is
not necessarily true since the values of the observables can uctuate (pretty much like
the energy uctuates in CE for small systems). For example, an ensemble may contain
events with �1 though the energy of this ensemble is very di�erent from Ee. Of course, in
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general, the probability for a single event to have � = �1 decreases as jE � Eej increases.
At the thermodynamical limit this probability becomes so small that the measurement of
an event with � = �1 at E1 6= Ee may be regarded as practically impossible (to paraphrase
Maxwell's own words [Max]). Hence, at this limit the one{to{one mapping is recovered
� = �1 , E = Ee.

2.5 Alternative theories

In this section two alternative frameworks for the thermostatistics of small (or more gener-
ally non-extensive) systems are briey reviewed. They are also compared with the theory
presented in the previous sections. The �rst one tackles the problem of the lack of usual
signals of phase transitions (Yang-Lee divergences) in CE by seeking their roots in the
�nite size partition function Z. The other is based on a extension (generalization) of
Boltzmann's principle by rede�ning the entropy S. Most of the introduction materials are
taken directly from the respective literatures ([BMH00] for section 2.5.1 and [Tsa99] for
section 2.5.2).

2.5.1 Distribution of zeros

Classi�cation of phase transitions

At the thermodynamical limit Lee and Yang [LY52a], Grossmann & al. [GL69] and
Fisher [Fis65] showed that a classi�cation of the phase transitions is made possible by
studying the properties of the distribution of zeros (DOZ) of the partition function Z (B)
on the complex temperature plane (B = � + i�). The DOZ is on one (or many) dense
line(s). This line crosses the real axis at the transition temperature and the angle made
by this line with the real axis gives the order of the phase transition.

For �nite size systems the DOZ is discrete and there is no zero on the real axis. The
partition sum can be written as a function of its zeros Bk = B��k = �k + i�k (k 2 N)

Z (B) = Zlim (�)Zint (0) exp (B@BZint (0)) (2.8)

�
Y
k2N

�
1� B

Bk

��
1� B

B�k

�
exp

� B
Bk +

B
B�k

�

= Zlim (�)
Y
k2N

 
�2k + (�k � B)2

�2k + �2k

!
exp

�
2B�k
�2k + �2k

�
(2.9)

where Zlim (B) describes the limiting behavior of Z (B) for B ! 0 imposing

lim
B!0

Zint (B) = 1: (2.10)

The free energy F (B) = � 1
B lnZ (B), has a derivative at every point in the complex

temperature plane except at the zeros of Z (B). The calculation of the speci�c heat
capacity CV (B) by standard derivation yields

CV (B) = CV lim (B)� B2
X
k2N

 
1

(Bk � B)2
+

1�B�k � B�2
!
: (2.11)

Zeros of Z (B) are poles of F (B) and CV (B). As can be seen from eq. (2.11) the
major contributions to the speci�c heat capacity come from zeros close to the real axis,
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Figure 2.13: Schematic plot of the distribution of zeros on the complex temperature plane
illustrating the de�nition of the classi�cation parameters (taken from [MBHS00]). The
circles give the positions of the zeros.

and a zero approaching the real axis in�nitely close causes a divergence in the speci�c heat
capacity.

Borrmann et al. [BMH00, MBHS00, MB01] and Janke & Kenna [JK00] proposed a
discretized version of Grossmann's classi�cation scheme.

First let us assume that the DOZ lies approximately on a straight line near the real
axis. The crossing angle of this line with the imaginary axis (see �g. 2.13) is then � = tan 
with  = (�2 � �1) = (�2 � �1). The crossing point of this line with the real axis is given
by �t = �1 � �1. The discrete line density � as a function of �k is de�ned as the average
of the inverse distances between Bk and its neighboring zeros

� (�k) =
1

2

�
1

jBk � Bk�1j +
1

jBk+1 � Bkj
�
, k = 2; 3; : : : : (2.12)

�(�) in the region of small � is approximated by a simple power law �(�) � ��. A
rough estimate of � considering only the �rst two zeros gives

� =
ln�(�3)� ln�(�2)

ln �3 � ln �2
: (2.13)

When � = 0 and  = 0 the speci�c CV exhibits a Æ{peak which corresponds to a �rst
order phase transition. For 0 < � < 1 and  = 0 or  6= 0 the transition is of second order.

Comments

All the previous discussion on the DOZ is made explicitely in the canonical ensemble.
It is implicitly assumed that Z < 1 (condition (00), i.e. Z converges) and that the
distribution of the energy is well described by the canonical distribution. These points
(in particular the latter one) are criticized for small systems in section 1.3 on page 11.
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See also [SSHT00, STH00] and part III where the studied system does not always ful�ll
condition (00).

The classi�cation scheme based on the DOZ relies on the formally true fact that there is
no information loss from ME to CE after the Laplace transform of expS. But in practice,
the location of the zeros should be very sensitive to numerical precision leading to a loss
of information [CH88]. The question whether and how information extracted from the
DOZ is sensitive to these uncertainties deserve further studies. Moreover, the dimension
of the parametric space to be explored as been multiplied by two. This complicates the
classi�cation for M > 1. Furthermore, the richness of a system is reected in the DOZ,
see �g. 4(b) of [BMH00] where the classi�cation is already diÆcult for small N � 30. An
important question is how this complexity reected in the DOZ a�ects the classi�cation
scheme and its usefulness. Finally, if the partition function cannot be estimated directly
from analytical works, one has to Laplace transform the canonical probability distribution
for di�erent temperatures. This distribution is in its turn generally estimated by some
numerical integration, e.g. Monte{Carlo integration. Here an important point is that one
cannot use the usual optimization procedures to compute the probability distribution since
there are only sensitive to extrema of P (X) leading to a tremendous loss of information.
This information is needed to have an accurate DOZ. All in all, one must estimate P (X)
over a broad X{range. But P (X) is nothing but the entropy S up to a linear constant
which can be trivially removed. So, estimating P is also estimating S which contains
already all the information about phases and phase transitions as shown in this chapter.
Thus, in this respect, a classi�cation based the local topology of S is more direct than the
one using the DOZ.

2.5.2 Tsallis entropy

Schematic overview

It is probably true that Boltzmann's principle has its own domain of physical validity
(much like classical mechanics is valid if at least the velocities involved are smaller than
the speed of light). As an attempt to extent this yet hypothetical restricted domain Tsallis
conjectured the following generalization of Boltzmann's principle [Tsa88]

Sq = k
1�PW

i=1 p
q
i

q � 1
; (2.14)

where
PW

i=1 pi = 1, q 2 R and k k is a positive constant and W is the total number of mi-
croscopic possibilities of the system. This expression recovers the usual Boltzmann{Gibbs
entropy namely �kB

PW
i=1 pl lnpi in the limit q ! 1. The entropic index q characterizes

the degree of nonextensivity reected in the following pseudo{additivity entropy rule

Sq (A+B) =k = Sq (A) =k + Sq (B) =k + (1� q) (Sq (A) =k) (Sq (B) =k) ; (2.15)

where A and B are two independent systems. Since Sq � 0, q < 1, q = 1 and q > 1
respectively correspond to superadditivity (superextensivity), additivity (extensivity) and
subadditivity (subextensivity). The q expectation value hOiq of an observable O is

hOiq =
PW

i=1 p
q
iOiPW

i=1 p
q
i

: (2.16)

kk may also be a function of q provided that k ! kB for q ! 1 where kB is Boltzmann's con-
stant [MNPP00, AMPP00].
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Tsallis proved also in [Tsa95] that the heat capacity

Cq
:
= T

@Sq
@T

=
@Uq
@T

; (2.17)

is positive, i.e.
1

q
Cq � 0; (2.18)

q
@2Sq
@U2

q

� 0: (2.19)

Comments

One of the main criticism found in the literature against Tsallis' entropy is the lack of
physical interpretation for q. Its value is usually adjusted a posteriori in order to �t
experimental data. For some authors, q is related to and determined by the microscopic
dynamics [BLR, LBRT00], or to be more precise, q is linked to the system sensitivity to
the initial conditions (see e.g. [AT98]). For others, q describes e�ects due to the �niteness
of the heat bath. I.e. the heat bath heat capacity is not in�nity as it is usual assumed
to build the canonical distribution function, but instead Cv / (q � 1)�1 [Alm01]. The
latter point illustrates how Tsallis' entropy (at least how it is used in literature) is closely
related to the canonical ensemble. Even Tsallis is keen on keeping the Legendre structure
of his theory, imposing therefore a positive heat capacity as shown in [Tsa99, Tsa95].

For the followers of Tsallis' entropy, the domains where Boltzmann's principle is no
longer valid are e.g. long{range systems and those with (multi{)fractal boundary con-
ditions [Tsa99]. At least for long{range interaction systems, it is the usual canonical
description that appeared to be un{valid, whereas up to now they could be well described
within the microcanonical ensemble avoiding the need of an extension of Boltzmann prin-
ciple (see part III, see also [Gro01, Pad90] and references quoted therein).

2.6 Conclusions

By studying the topology of the microcanonical entropy de�ned via Boltzmann's principle
one can de�ne phases and phase transitions for any physical system without invoking the
thermodynamical limit.

The microcanonical ensemble is the proper ensemble for \small" systems. It gives a
deeper insight onto the physical properties of \small" systems than any other \canonical"
ensemble.

Up to now, the thermostatistics of small systems, as presented in this chapter, has
been very successful [Gro01, GMS97, Gro90, DGC+00]. However, there are still open
questions. E.g. is there a second law for \small" systems and how to express it without
invoking the thermodynamical limit [Gro00a]? What are the links between the critical
exponent in CE to the local topology of the microcanonical entropy-surface?

In the following, original studies of the equilibrium properties of two systems far from
the thermodynamical limit are presented. In part II, the liquid{gas phase transition
of small sodium clusters is explored as a function of the system size and also of the
microcanonical pressure. On the other hand of the physical length scale, the equilibrium
properties of a self{gravitating system at �xed total energy and angular momentum are
studied in part III.
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Liquid{gas transition of metallic

clusters
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Chapter 3

Low pressure and scaling

properties

3.1 Introduction

The theory presented in part I addresses the thermostatistics of \small" systems. This
thermostatistics has already been applied to many models covering a wide range of physical
domains. Historically, one of its �rsts applications, were linked to the study of \liquid{gas"
phase transitions of hot nuclei and metallic clusters composed of a few hundreds of particles
or atoms, see e.g. [Gro90, GH95, GM97]. For those systems there is no heat{bath, and
they exhibit properties that are absent in the limit N !1.

In this part, the study of the equilibrium properties of the transition from (liquid)
sodium a clusters composed of 50 up to 5000 atoms to gases of atoms as functions of
the microcanonical pressure and of the total excitation energy is presented. This work
continues the one done by Gross at al., e.g. [GMS97, MHGS97, SKM+97, GM97].

In previous applications of the microcanonical thermodynamics for small systems the
numerical works were based on mmmc, the Microcanonical-Metropolis-Monte-Carlo sam-
pling. It is a method that samples the accessible microcanonical phase space of N{body
systems [ZGXZ87], rather than performing dynamical computations, e.g. [BBG97]. In
mmmc, contrary to dynamical calculations, there is no need to follow every single degree
of freedom (see below). One of the key feature of mmmc is that it explores the partitioning
phase{space without any a priori assumption about the mass distribution (in contrast with
e.g. an evaporation model). Practical applications of mmmc already gave good qualitative
and quantitative results and shed new lights onto the problems of coulomb explosions of
metallic clusters [SKM+97, Sch97] and on their liquid{gas phase transition. The main
outcome of these works is, in complete analogy with the nuclear application of mmmc b,
the prediction of a �rst order phase transition and of a multifragmentation regime within
a certain range of energies [GM97]. The nuclear model and the cluster model have both
a multifragmentation regime although the physical reasons that lead to this regime are
di�erent. In the cluster case, the multifragmentation is mainly induced by the electronic
shell e�ects (see below). Whereas, in the nuclear case, the coulomb repulsion of the uni-
formly distributed charges plays a major role. The multifragmentation regime, the mass

aSodium has been chosen since it is experimentally well explored, and a lot of material data are
available, e.g. [FL95].

bIn the following, the cluster and nuclear models which use the mmmc method are also noted by mmmc.
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distribution is characterized by the presence of many intermediate mass fragments (see
below). This regime vanishes in the limit N ! +1.

One of the �rst aim of the work presented in this thesis was to study the liquid{gas
phase transition of small metallic clusters at high pressure up to eventually the critical
point as de�ned in chap. 2 (if it exists at all) and to study whether and how precursors
of critical behaviors show up (e.g. mass distribution described by a power law, in�nite
correlation lengths c, etc). Another goal was to explore in details this phase transition at
low pressures.

In order to achieve this program the old code implementing the mmmc method on the
cluster model d was rewritten from scratch for several reasons, e.g.

� mmmc77 uses an approximation in order to estimate NCC, a quantity linked to the
avoided volume (see below and app. A), which is far from being valid and useful at
high pressures.

� The algorithm to sample the mass partition ful�lls the detailed balance only \on av-
erage" in mmmc77 [GM87, ZGXZ87, Gro97]. At low pressure, this approximation
is in most of the cases suÆcient. But, since huge uctuations in the mass distribution
can be expected near the critical point, it is safer to implement a correct sampling
that ful�lls \locally" the detailed balance equation (see app. B.2.1).

� Finally, some new improvement to the model had to be incorporated in the code,
especially regarding the model of the internal entropy of the clusters.

The rest of this chapter is organized as follow. In section 3.2 the cluster model is
introduced. Then, the mmmc method is briey presented in sec. 3.3. More technical
\details" are left for the appendices A and B. In section 3.4 the numerical results on the
liquid{gas transition of small clusters of sodium at atmospheric pressure are presented and
discussed e. First, for a system composed of two hundreds atoms in sec. 3.4.1. Then, the
scaling behavior of the mass distributions and of the transition parameters are discussed
in sec. 3.4.2. Results on the liquid{gas transitions of sodium clusters based on mmmc77
have already been published in e.g. [GMS97, MHGS97, SKM+97, GM97]. In sect. 3.4
some of these results (noted hereafter [GM] or [GM97]) are compared with the ones of the
present thesis. The results are collected and summarized in section 3.5.

3.2 Model

The mmmc cluster model has been described in many papers and reviews [Gro97, Sch97].
Hence hereafter, only the basic assumptions are recalled with a particular stress on the
di�erences between the \old" and the \new" model f.

The aim of mmmc is to sample the phase space accessible to a model for metallic
clusters g and to get information about the derivatives of its entropy and about its mass
distribution. It is a microcanonical model, thus the \extensive" parameters of the model
as de�ned in part I are conserved.

cOf course in �nite size systems the correlation lengths can only be very large, and the mass distribu-
tions are described by power laws over a �nite range of masses.

dHereafter, the previous and the new codes are noted mmmc77 and mmmc95, respectively.
eHigh pressures studies are presented in chap. 4.
fThroughout this section atomic units are used, i.e. ~ = me = e = 4��0 = 1
gIn the present work only uncharged sodium clusters are considered.
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3.2. Model

System

The system is composed by a spherical container whose volume is �xed and equal to
V = 4�

3 R
3 and of A atoms of sodium. These atoms can be bounded and form clusters.

Inside this container, the clusters are positioned (they must �t within V ). Neither the
number of clusters Nf nor the mass distributions are restricted, provided again, that they
satisfy the microcanonical constraints and �t within the container.

The container breaks the translational symmetry. Therefore, the total linear momen-
tum P is not conserved. In order to avoid a dependence of the results on the box-shape,
the total angular momentum L is also considered as free to uctuate h. The conserved
quantities are the total number of atoms A, the volume V and the total energy E.

Clusters

The clusters are modeled in the following way:

1. All clusters are assumed to be spherical hard spheres i. Their individual volume vi is
vi =

4�
3 Nir

3
w = 4�

3 R
3
i where rw is the Wigner{Seitz radius, Ni the number of atoms

of the cluster i and Ri its radius. Hence, all clusters have the same density.

2. The mass mi of a cluster of size Ni is given by mi = m0Ni where m0 is the mass of
a monomer (atom) j,k. The total mass of the system M is given by M = Am0.

3. The binding energy of a cluster Eb i is a function of its mass l Ni. For clusters
of mass within the range [2; 21] the binding energies are taken from experimental
data [KSR+88]. For Ni > 21, the classical metallic{drop model is used. For the
ground{state binding energy this model gives

Eb i = �avNi + asN
2=3
i ; (3.1)

where av and as are two positive coeÆcients related to the volume and to the surface
energy, see �g. 3.1 on the following page.

4. The eigen{rotation of a cluster with Ni > 2 is treated classically. For dimers and
trimers their geometrical structures are taken explicitely. As a dimer is a linear
molecule, only two angles are required in order to determine its orientation in space
(three angles are needed for Ni > 2). Its principal moment of inertia are I1 = I2 =
1
2m0d

2, I3 = 0, where d is the dimer bond length. For a trimer, the principal moment

hIn the previous mmmc model, there was no real container, but a freeze{out volume within which
the system was assumed to equilibrated before escaping this volume. This was closely related to the
experiments, since in experimental cluster physics the systems are open [Gro97]. Consequently P and L
were conserved quantities. Here, a real volume is needed to make the concept of pressure sensible.

iIn the previous model, the monomers were allowed to overlap with other clusters (other monomers
included). This was a way to simulate highly excited clusters. I.e. clusters whose internal excitation
energies are well above maximal allowed speci�c internal excitation energy ��max (see below). For practical
reasons, this is not included in the present model. This decision is supported a posteriori by the fact that,
in all the performed simulations, the internal excitation energy of the clusters were seldomly close to ��max
(see below).

jAs the mass of a cluster is proportional to its number of atoms and for simplicity, Ni is in the following
a short hand for the number of atoms but also for the mass of cluster i.

kTo avoid cumbersome notations, the monomers are also called \clusters".
lFor a monomer Eb i = 0.

41
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Figure 3.1: Speci�c binding energy as a function of the cluster size: experimental
data [KSR+88] and liquid{drop formula with av = 1:039 eV [BCC+90, BCC+95] and
as = 0:8109 eV. Note that the value of as is experimentally known with a large uncertainty
(see [GM97] and refs. quoted therein). Here, as is adjusted to obtain the best �t with the
experimental data. Note also the local maxima of Eb=Nj at Nj = 2, 4, 8 and 12 due to
the electronic shell e�ects.

of inertia are determined assuming a triangular geometry. The clusters with Ni > 4
are regarded as classical homogeneous spherical body. Their principal moment of
inertia are given by I1 = I2 = I3 =

2
5Nim0R

2
i .

The monomers have a spin degeneracy of 2.

5. Clusters (Ni > 1) have internal degrees of freedom (dof). The internal excitation
energy of cluster i is noted by E�

i . For the dimers and the trimers, it is assumed
that the internal dofs are well described by quantum Einstein models. Moreover,
the internal excitation energy for dimers and trimers are upper bounded by their
respective dissociation energies Dd and Dt.

(a) A dimer has one internal dof which is associated with one quantum harmonic
oscillator having a frequency !d. The discrete energy levels are given by
E�
i =

�
k1 +

1
2

�
~!d where k1 2 N. These levels are not degenerate, so in this

model, a dimer carries no internal entropy.

(b) A trimer is a non{linear molecule with three internal dofs which are asso-
ciated with three independent distinguishable quantum harmonic oscillators
having all the same frequency !t. The energy levels E�

i are given by E�
i =�

k1 + k2 + k3 +
3
2

�
~!t, where k1; k2; k3 2 N. The degeneracy number nt of an
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3.2. Model

energy level is given by nt (E
�
i ) =

1
2

�
E�i
~!t

�2
� 1

8 . The internal entropy of a trimer

is simply
St (E

�
i ) = lnnt (E

�
i ) : (3.2)

(c) In the previous model, clusters with Ni > 3 did not have an individual excita-
tion energy but, on contrary, an overall E� was assigned to all those clusters.
I.e. they were considered as one unique big fragment. Or in other words, all
their internal dofs had the same speci�c excitation energy. Moreover, as there
is no available data on the entropy for all cluster sizes, the functional form of
the entropy of this \overall" cluster was taken from the bulk.
In the new version, all clusters have their own internal excitation energy E�

i .
This energy takes its values within the range [0; N�

i �
�
max] where �

�
max � 0:35 eV

N�

is the maximum speci�c internal energy m and N�
i = Ni � 2 = 3N�6

3 =
internal dofs

3 . Here, it is assumed that 3 degrees of freedom represent together
one bulk atom [Gro97]. Furthermore, in order to include some surface e�ects
to the expression of the internal entropy Sint and to have a smooth speci�c
entropy sint = Sint=N

� as a function of ��i = E�
i =N

� and N� from N� = 3 to
N� !1 the following model is assumed

Sint (�
�; N�) :

= N�
s st (�

�) +N�
v s1 (��) ; (3.3)

where st and s1 are the trimer and the bulk speci�c entropies. N�
s and N�

v are
the number of surface and volume \atoms", respectively.

st is given by eq. (3.2). s1 is computed from the experimental speci�c heat
capacity at constant pressure cp (T ) [FL95] (for further and detailed explana-
tions see e.g. [Gro97]). In �g. 3.2 the speci�c heat capacity at constant pressure
cp (T ) is plotted at atmospheric pressure and the speci�c entropy and the tem-
perature versus � are shown on �g. 3.3. It is worth to notice that the bulk
remains in the liquid phase up to a speci�c energy of ��max � 0:35 eV/atom.
The number N�

s of surface atoms are estimated in the following way (see
�g. 3.4 on page 45). Consider a cluster of diameter Ri. Its surface fragments
are approximatively inside an external layer of thickness � 2rw (the diameter
of a monomer). The volume of this layer is Vs and the number of surface atoms
is � Vs

v0
where v0 is the monomer volume (eigen{volume), i.e. v0 = 4�

3 r
3
w, it

follows

N�
v = max

�
0; N� � 6N� 2=3 + 12N� 1=3 � 8

�
; (3.4a)

N�
s = N� �N�

v : (3.4b)

Fig. 3.5 on page 45 shows the speci�c entropy s at �� = 0:35eV=N� = ��max along
with the proportion of volume atoms N�

v =N
� = 1�N�

s =N
� as functions of N�.

There is no volume fragment for clusters of size N = N� + 2 < 14; the number
of surface fragments and therefore the relative weight of the surface entropy in
the total cluster entropy is very important even for clusters composed of ten
thousands atoms n,o.

mIn fact, the exact value of ��max is not very constraining, as the results of the mmmc95 simulations
depend only marginally on ��max. The excitation energy of a given cluster is seldomly close to the limit
N�

i �
�

max, at least for the range of system total mass studied (see below).
nThe largest system considered in this work is composed of 5000 atoms.
os1(�� = 0:35) � 11:7.

43



Chapter 3. Low pressure and scaling properties

Figure 3.2: Speci�c heat capacity at constant (atmospheric) pressure of bulk sodium
Cp [Bor63, HOAK63]. The dashed line represents the speci�c heat capacity calculated
within the Debye model.

Figure 3.3: Speci�c entropy and temperature of bulk sodium at atmospheric pressure.
�hv is the latent heat at constant pressure; Tm and Tv are resp. the melting and the
vaporization temperatures.
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i -2r

w

w

2r

Figure 3.4: Schematic cluster model for the number of surface and volume degrees of
freedom. Ri is the actual clusters radius and rw is the Wigner-Seitz radius (radius of a
monomer). The surface atoms are located on spherical shell of inner (outer) radius equal
to Ri � 2rw (Ri).

Figure 3.5: Entropy s(�� = 0:35 eV/atom; N�) (dashed line; de�ned by eq. (3.3) on
page 43) and proportion of volume \fragments" N�

v =N
� = 1 � N�

s =N
� (plain line; de-

�ned by eq. (3.4b) on page 43) versus N�. Within the present model the surface e�ects
are very important for clusters as heavy as A = 104.

6. The polarization e�ects between the metallic clusters are neglected.

The simulation parameters used throughout part II are listed in table 3.1.

Total energy

The conserved total energy E is

E = E� +Ek +Er �Eb; (3.5)
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Chapter 3. Low pressure and scaling properties

rw (�A) 2.310
as (eV) 0.8109
av (eV) 1.039
!d (eV) 0.01490
!t (eV) 0.01048

d (�A
2
) 2.67

I2=m0 (�A
2
) 4.74

I3;1=m0 (�A
2
) 4.84

I3;2=m0 (�A
2
) 5.66

I3;3=m0 (�A
2
) 10.49

Dd (eV) 0.72
Dt (eV) 0.36

Table 3.1: Experimental and theoretical values of the di�erent parameters used in the
calculations. rw is the Wigner{Seitz radius at one atmosphere [FL95]; av is the volume
cohesion energy and as its surface part (the value of as is adjusted in order to have a smooth
binding energy per degrees of freedom for 15 . N . 31, see �g. 3.1 on page 42) [BCC+90,
BCC+95].; d is the dimer bond length [FID+83]; the principal moment of inertia for the
dimer I2 and for the trimer I3.

where Eb =
P

iEb i and E� =
P

iE
�
i are the total binding and internal energies (see

items (3) and (5) on page 41). Ek =
P

i
p
2
i

2mi
+
P

i

Pfri
�=1

l2� i
2I� i

is the sum of the total kinetic
and total rotational energy, where li and I� i, i = 1; : : : ; fri are the angular momentum
the principal moment of inertia,respectively and fri is the number of rotational dof (see
item (4) on page 41). Ek is also called \remaining energy".

3.3 Simulation method

Microcanonical weight

mmmc is based on a Metropolis Monte{Carlo method [MRR+53]. It builds a (Marko-
vian) chain of states in the phase space accessible to the system. As in the microcanonical
ensemble all microstates are accessible with the same probability the weight that should
be used during the Metropolis test is the same for all microstates fq;pg (see app. B.2).
However some of the coordinates (dofs) are irrelevant in the sense that they are unobserv-
able (e.g. internal degrees of freedom) and/or the observables of interest do not depend
explicitely on those coordinates.

Therefore instead of working with the full generalized set of coordinates it is more
reasonable to integrate, if possible, over the irrelevant (unobserved) coordinates. For the
present model, the results of this integration gives the following new set of coordinates

x
:
=
�
� = fNigNf

i=1; fE�
i g
	
; (3.6)

where � is a short hand for the mass distribution, and fE�
i g is the set of internal excitation

energies (there are Nf �Nm elements in this set, where Nm is the number of monomers
in �). The set over which x is de�ned is noted by W 0.
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3.3. Simulation method

Now in this set of coordinates the microcanonical density of states !(x) is no longer
uniform but equal to

!(x) dx =

Z


dq dpÆ (X (fq;pg) �X0) Æ (x (fq;pg) � x) ; (3.7)

where X0 = fE;N; V g is the set of \extensive" conserved quantities.
The detailed derivation of the microcanonical weight for the fragmentation phase space

of atomic clusters can be found in refs. [Grob, GH95].
!(x) can be divided in the following way

! � !sym !pl !r !NCC !int; (3.8)

where

!sym is the quantum symmetrization weight factor

!sym(�)
:
=

1QA
i=1 ��(i)!

; (3.9)

where ��(i) is the number of clusters of size i in �. In mmmc77 an approximation
of eq. (3.9) is used. In app. B.2.1 the method used in mmmc95 is presented. It is an
exact method. Even though !sym is not explicitely computed it is exactly taken into
account in the Metropolis sampling (for an independent and generalized discussion,
including charges and continuous variables, see Raduta [RR97]).

!pl is the result of the integration over the linear and angular momenta

!pl / C(�)E
~N
r ; (3.10)

where Er = E�Eb�E� = Ek is the remaining energy. C(�) is only a function of the
mass distribution �, it is proportional to the product of the clusters masses and of
the clusters principal moment of inertia; ~N is the number of translational{rotational
dofs divided by two minus one, e.g. for a gas of monomers ~N = 3A

2 � 1.
At �xed remaining energy Er, !pl drives the mass distribution towards an increasing
number of translational{rotational dofs, i.e. increasing number of fragments.

!r is the weight due to the angular part of the clusters eigen rotation. It depends on the
number of rotational dofs.
Results of simulations show that this weight plays no signi�cant role at low pressure
(neither qualitatively nor quantitatively), at least for reasonable values of the input
parameters, i.e. essentially the value taken by the inertial momenta.

!int is the factor due to the internal dofs of the clusters. It is the product of the internal
degeneracy !int;i of each clusters (provided that Ni > 2)

!int;i (E
�
i )

:
= expSint (N

�
i ; E

�
i ) ; (3.11)

where Sint (N
�
i ; E

�
i ) is given by eq. (3.3) on page 43.

As the speci�c surface entropy at �xed speci�c internal excitation energy is smaller
than the speci�c volume entropy, !int tries to form big clusters in opposition with
!pl.
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Chapter 3. Low pressure and scaling properties

!NCC is due to the integration over the clusters center of mass fr1; : : : ; rNf
g, i.e. the num-

ber of spatial con�gurations allowed in the container (no overlap with the boundary
or between the clusters is allowed)

!NCC
:
=

Z
V
: : :

Z
V
dr1 : : : drNf

�
�
r1; : : : ; rNf

�
�
�
r1; : : : ; rNf

�
(3.12a)

:
=

V Nf

NCC
; (3.12b)

where � forbids the overlapping of a cluster with the boundary

�
�
r1; : : : ; rNf

� :
=

(
0 9i such that jrij > R�Ri;

1 else:
(3.13)

� forbids the overlapping between two clusters

�
�
r1; : : : ; rNf

� :
=

(
0 9i; j such that jri � rj j < Ri +Rj ;

1 else:
(3.14)

NCC is the inverse probability to �nd a set of positions for the clusters center of mass
so that all clusters �t into the container. For very large volumes NCC is close to one.
For Nf > 2 exact analytical evaluation of NCC is up to now practically impossible.
In app. A.1.2 an approximation of NCC is worked out using the equation of state
(EOS) of hard-spheres gas [MCSL71]. For A � 500, this approximation turns out to
be relatively good for pressures up to � 100 atmospheres p (see chap. 4). For higher
pressures, estimates of NCC based on EOS which are in their turn only based on
two body correlations are useless and NCC has to be evaluated via a Monte{Carlo
scheme. The one used in the present work is briey described in app. A.2.
At low pressures !NCC � V Nf . Hence, this weight drives the system mass in the
same direction as !pl, i.e. towards increasing number of fragments.

The caloric curves presented in sec. 3.4 are mostly the results of a competition between
the internal dofs and the translational+positioning ones (the former try to bound the
atoms in clusters, whereas the latter prefer as many fragments as possible). Moreover, as
discussed in sec. 3.4 two key ingredients for the multifragmentation regime are the shell
structure of the clusters reected in the binding energies and the quantum symmetrization
weight !sym.

Observables

The physical quantities of interest are the averages hF i of observables F over the micro-
canonical ensemble

hF i :
=

R
W F (fq;pg) dq dpR

W dq dp
(3.15)

=

R
W 0 F (x)!(x) dxR

W 0 !(x) dx
(3.16)

pFor a given microcanonical pressure, the approximation becomes better with increasing A, because
the relative weights of NCC and its derivatives are less and less important as the system grows A! 1,
p = cst, see below.
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3.3. Simulation method

The Metropolis sampling replaces the integral in eq. (3.16) on the preceding page by a
discrete sum

hF i = 1

N

NX
j=1

F (xj) : (3.17)

The energy and volume dependencies of !(x) appear explicitly only in !pl and !NCC .
Thus the system entropy can be written in the following condensed way

S = ln

Z
W 0

dx !(x) (3.18)

= ln

Z
W 0

dx C(x)
V Nf

NCC
E

~N
k ; (3.19)

where V , Nf , NCC, Ek and ~N depend implicitly on x, C(x) does not depend explicitely
on E or on V . The inverse temperature (at constant volume) � � �V is de�ned as

�
:
=

@S

@E
(3.20)

=

R
dx C(x) ~N V

Nf

NCCE
~N�1
kR

dx C(x) V
Nf

NCCE
~N
k

�
D ~N

Ek

E
: (3.21)

The microcanonical pressure p is

p
:
=

1

�

@S

@V
(3.22)

=
1

�

1R
dx !(x)

�Z
dx C(x)Nf

V Nf�1

NCC
E

~N
k �

Z
dx C(x)

1

NCC

@NCC

@V

V Nf

NCC
E

~N
k

�

� 1

�

�DNf

V

E
�
D@ lnNCC

@V

E�
(3.23)

:
= pkin + pNCC : (3.24)

where pkin
:
= 1

�

D
Nf

V

E
and pNCC

:
= � 1

�

D
@ lnNCC

@V

E
> 0 are resp. the kinetic and the\avoided

volume" or NCC parts of the total pressure p.

Most of the results presented in the next section are shown at constant microcanonical
pressure. The reasons are that all macroscopic parameters for the liquid{gas transition of
sodium are experimentally measured at constant pressure. Furthermore, near the critical
point, the pressure is a control parameter for the �rst and second order phase transitions
(see sec. 2.2). Nevertheless, the computations are not performed at constant pressure
leaving the volume free to uctuate. But, on the contrary, the volume is �xed for each run
and slowly adapted from one run to the other in order to reach the desired pressure. This
procedure allows one to follow an isobar in the energy{volume plane just like the ones
computed for the van der Waals model in sec. 2.2 (see e.g. �g. 1.5(b) on page 15). The
uniqueness of this isobar, i.e. that there is only one v solution of p(�; v) = p0 at �xed �, is a
priori not guaranteed. Indeed, at small energies and volumes the isobars split up into three
branches, see �g. 3.6 on the next page. For a given total speci�c excitation energy smaller
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Figure 3.6: Pressure vs normalized volume v at �xed excitation energy � � 0:2 eV/atom
and for di�erent total masses. At �xed low energy, the equation p(v) = v0 can have three
solutions. The mass distribution for the branch with the lowest volume is composed of
only one big cluster. As the system volume increases this cluster starts to evaporate some
monomers (beginning of the negative compressibility region). The evaporation of the �rsts
monomers are responsible of this negative compressibility region via pNCC , the avoided
volume term in the total microcanonical pressure p (see eq. (3.24)).

than ��max it is always possible to get the desired pressure by quenching the big cluster
in a very small volume (at very low energy this is the only way to reach the appropriate
pressure). This branch has very high temperatures, e.g. at h � 0:2, TV � 1200 K. But
the volume of the phase space of this solution is small compared to the one with many
fragments at large system volume (if this branch is open). There is a third branch between
the two above mentioned branches. It is characterized by a positive @p

@v j�. In the following,
solutions from the branch with the largest volume are plotted. It is the only branch that
goes from the gas to the liquid solution when � ! 0 by slow variations of � and v . This
e�ect vanishes in the limit N ! 1, because the di�erence of the system volumes of
these two solutions shrinks. A more satisfactory solution would have been to study the
temperature-surface over the whole parameter space, i.e. as a function of the \extensive"
parameters � and v.

3.4 Results

3.4.1 Na 200, 1 atm.

On �g. 3.7 on the facing page the results from mmmc95 for A = 200 at atmospheric
pressure are summarized.
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Figure 3.7: Summary of the results for Na 200 at 1 atm. Panels (a) to (d), (f) and (g)
give information about the mean mass distribution as a function of the speci�c enthalpy
h = � + pv. In panels (a) to (d) the mean mass distribution (unnormalized logarithmic
scale) is plotted for four di�erent values of h (these are given by the arrows in panel (e)). In
panel (f) are plotted: M1, Nfragment, Nmonomer, Ndimer and NM>2 which are respectively
the mean mass of the largest fragment, the mean number of fragments, of monomers,
of dimers and of fragments bigger than 2. The inset (g) is a zoom in panel (f) toward
h = 0:54 eV/atom. The microcanonical temperature TV (plain line) is plotted in panel
(e) along with the Maxwell line (dotted line). In the range 0:15 . h . 0:55 the speci�c
heat capacity is negative; it is the signal of a �rst order phase transition. Some of its
parameters, extracted from the Maxwell construction, are given in (e). Around h = 0:55
there is a drastic change in the mass distribution; a multifragmentation regime shows up
with a large number of medium{size fragments (8{mers, 4{mers, see (c), (f) and (g)).
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Caloric curve

On �g. 3.7(e) the isobar p = 1 atm is plotted (plain line) in the (h; TV ) plane, where
h = �+ pv is the speci�c enthalpy and TV the microcanonical temperature q,r.

There are several distinct enthalpy regions. For h . 0:15 eV/atom TV increases mono-
tonically; at h � 0:15 eV/atom TV starts to be a decreasing function of h, i.e. CV < 0 which
signals a �rst order phase transition. TV decreases quasi{linearly up to h � 0:55 eV/atom.
There it drops down within a small h{range (very low heat capacity). After that, TV (h)
recovers a \normal" behavior (positive heat capacity) with three distinct parts, one for
enthalpies within � [0:55; 0:75], another s for h 2 [0:75; 1:15] and the last for h > 1:15.

According to sec. 2.2.3 on page 27 one can de�ne transition parameters via the Maxwell
construction (dotted line in �g. 3.7(e)). The transition temperature is Tt � Ttr �
685 K, the latent heat qlat � 0:382 eV/atom and the speci�c surface entropy �ssurf �
0:626 atom�1 (the bulk values are Tt = 1156 K, qlat = 0:923 eV/atom and the speci�c
surface entropy �ssurf vanishes [FL95]). The behavior of the transition parameters as
function of the systems total mass is discussed in sec. 3.4.2.

Mass distribution

Several observables giving information about the mean mass distribution as a function of
h are plotted in �g. 3.7 on the page before. In �gs. 3.7(a){(d) the logarithm of hNji the
mean number of fragments of size Nj is plotted (arbitrary scale), at di�erent enthalpies
(given by the arrows on �g. 3.7(e)).

In �g. 3.7(f) are plotted: M1 � hM1i, Nfragment � hNf i, Nmonomer � hNmi, Ndimer �
hNdi and NM>2 � hNM>2i which are respectively the mean mass of the largest fragment,
number of fragments, number of monomers, number of dimers and number of fragments
bigger than 2, hNf i = hNmi+ hNdi+ hNM>2i.

At low enthalpy, h . 0:15, all the atoms are in one big cluster (� liquid phase).
Starting from h � 0:15 < 0:35 = ��max up to h � 0:55 the big cluster size shrinks and light
fragments (essentially monomers and dimers) are produced. hNf i is a linear function of h.
Here, as the speci�c heat capacity is negative, there is a �rst order phase transition, with
co-existence of a \liquid" (� big cluster) embeded in a \gas" (� light fragments). It is an
evaporation regime.

Around h = 0:55 the mass distribution is completely reorganized within a short h{range
(see inset �g. 3.7(g)). From a mass distribution composed by one big \liquid" cluster and
a gas of monomers and dimers it changes to a multifragmentation regime with a broad
mass distribution of relatively small clusters, Nj . 12 (�gs. 3.7(b), (c) and (g)). The
dominant fragment sizes are in decreasing order: dimers (2{mers), monomers (1{mers),
quadrimers (4{mers), octomers (8{mers). The relative large number of clusters of those

qThe pv{shift is not very important at atmospheric pressure, i.e. h2�h1 � �2� �1 for two neighboring
points on the curve in �g. 3.7(e). One can check that in �g. 3.7(e); there the energy di�erence ��
between two points (small circles) is �� = 0:05 eV/atom, which is also the di�erence expressed in h,
�h � 0:05 eV/atom (apart around � = 0:55 and � = 0:25 where smaller energy steps are used).

rEach point in the energy{volume plane (represented by a point in �g. 3.7) is the results of the averaging
over 2:106 events except for � � 0:25 and � � 0:55 where higher statistics (up to 20:106 events) are used in
order to ensure stable results. The statistical errors due to the Monte{Carlo averaging for the temperature
and the mass distribution curves are below 1 %. The convergence of the results has been check by starting
from several initial conditions and also by studying intermediate averages in very long run.

sDue to the temperature scale in �g. 3.7(e), it is diÆcult to distinguish the two �rst parts; they can
be better seen in �g. 3.17 on page 64.
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Figure 3.8: Summary of the results for Na 200 at 1 atm; same as �g. 3.7 but the gound{
state binding energy of a cluster is given by the metal{drop formula for all cluster sizes.
Contrary to the results with experimental binding energies for small clusters, the dominant
clusters are here the trimers. All other cluster sizes (apart of the liquid cluster and of the
monomers at high enthalpies) have almost disappeared from the mass distribution. The
trimes are chosen because they are smallest fragments with internal entropy. There is no
multifragmentation in the sense of a rapid dop of the temperature. The transition is done
in two evaporation steps. First from the big cluster to trimers. Second from the trimers to
the monomers (with very few number of dimers). Only the �rst one is a phase transition
(at least in the energy direction).

sizes is explained by the relative maxima at Nj = 2, 4 and 8 in the speci�c binding energy
as a function of Nj , see �g. 3.1 on page 42.

Indeed if the metal{drop formula is used to describe the ground{state binding energy
for all cluster sizes, then the 8{mers and the 4{mers are no longer dominant during the
\multifragmentation"regime but the 3{mers, see �g. 3.8. The 3{mers are selected because
they are the smallest clusters with internal entropy.

The symmetrization weight plays also a key role as already noticed by Gross and its
collaborators [GM87, Gro90]. Without this weight the mass distribution is simplegr:
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Figure 3.9: Summary of the results for Na 200 at 1 atm; same as �g. 3.7 but without the
quantum symmetrization weight. Its absence induces more simple mass distributions. The
number of clusters of size bigger than 2 is very small. The jump down of the temperature
at the \multifragmentation" is here quasi-inexistent (of the order of only several degrees).
In the \multfragmentation" region the mass distribution is only composed of dimers and
monomers.

there is no light fragment heavier than 2; hence, the \multifragmenation" regime is only
composed of dimers and monomers. wsym spreads the mass distribution of the small
fragments (gas part), see �g. 3.9.

The multifragmentation channel is preferred because of the weights linked to the
translational-rotational and positioning dofs, i.e. !pl and !NCC . As already written they
support an increasing number of fragments. But as around h = �:5 there is not energy to
vaporize the whole cluster, intermediate masses are chosen. The ones which correspond
to relative maxima in the speci�c binding energy curve (see �g. 3.1) are favorised. The
multifragmentation channel opens as soon as there is enough excitation energy in the sys-
tem. However the multifragmentation regime starts later on. This delay is due to the
competition of the above mentioned weights with the one linked to the internal degrees of
freedom of the big liquid cluster, !int. Hence, as the cluster speci�c entropy increases (at
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�xed speci�c internal energy), due to the fading of surface e�ects with increasing cluster
size, one can already predict that the multifragmentation transition is more and more
delayed (shifted to higher h) with increasing A.

During this fast transition (from an evaporation regime to a multifragmentation one)
the number of monomers decreases from 30 to 10. From h = 0:55 the number of fragments
bigger than 2 and the mass of the biggest one steadily decrease, while the number of
monomers constinuously increases up to eventually a complete gas of monomers for h &
1:15. However between h 2 [0:55; 0:75] the dimers are the dominant fragments, the mean
number of dimers even increases within this range (see �g. 3.7(e)).

Surface tension 

As already written in sec. 2.2.3 the depth of the convex intruder in the speci�c entropy
�ssurf can be linked to the surface tension  by

 = Tt
A�ssurf

A ; (3.25)

where A is the interphase surface area, Tt the transition temperature de�ned by the
Maxwell line and A the system total number of atoms.

Gross and Madjet have presented in [GM97] the �rst successful microscopic calculation
of the surface tension  in liquid sodium (and other metals) at atmospheric pressure.
The principal obstacle towards an estimate of  is the de�nition and estimate of A (see
discussion in sec. 2.2.3 in part I). In [GM97] the authors proposed the total surface area
of the fragments of total mass bigger than 1 as a measure of A. This area is proportional
to Ne� , the e�ective number of surface atoms

Ne� =

AX
j=2

j2=3��(j); (3.26)

where �(j) is the mean number of clusters of size j in the mass distribution �. The
interphase surface area is given by

A = 4�r2wNe� ; (3.27)

where rw is the Wigner{Seitz radius.

In [GM97] Ne� is approximatively constant in the evaporation region for A = 200 and
A = 3000 (see �g.1 in [GM97]), then it increases abruptly at the beginning of the multifrag-
mentation. Finally it decreases and eventually vanishes in the gas phase. In [GM97] the
value of Ne� used in eq. (3.27) to estimate the surface tension (or to be more precise the sur-
face tension parameter divided by the transition temperature �

Tt
= 4�r2w


Tt

= �ssurf
A
Ne�

)
is the average of Ne� over the evaporation region.

In the new simulations Ne� is not constant at all for either A = 200 or A = 1000 (see
�gs 3.10 and 3.11 on the next page) or for any other studied system size. For A = 200,
Ne� is an increasing function in the evaporation region and also in the multifragmentation
one for h < 0:75. This is due to the huge ongoing production of 2{mers up to h = 0:75
(see �g. 3.7 on page 51). This can be veri�ed in �g. 3.10 where Ne� has been plotted for
another de�nition, i.e. the same as the one given by eq. (3.26), but the sum goes from 4 to
A (instead of 2 to A). The qualitative behavior of this new Ne� is similar to the one of Ne�
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Figure 3.10: E�ective number of surface atoms Ne� based on di�erent de�nitions (A =
200) and microcanonical temperature TV (solid line). The de�nitions for Ne� are (a)

Ne� a =
PNf

i=2 i
2=3�(i) (dashed line), (b) Ne� b =

PNf

i=4 i
2=3�(i) (point-dashed line) and (c)

the number of surface atoms Ne� c = N�
s as de�ned by eqs. 3.4a and 3.4b on page 43 (point-

point-dashed line). Ne� b �Ne� a gives simply the 2{mers contribution since hNdi � hNti
(see �g. 3.7). Ne� a increases up to h = 0:75, i.e. even in the multifragmentation regime
(this is a consequence of the 2{mers production see �g. 3.7) while Ne� b steadily decreases
apart at h � 0:55 where it suddenly jumps because of the production of many 8{mers and
4{mers.
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Figure 3.11: Same as �g. 3.10 but for A = 1000. Ne� a does no longer increase in the
multifragmentation regime. The contribution of the 2{mers to Ne� a, i.e. Ne� b �Ne� a is
even more important than for A = 200.
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presented in [GM97], hence by analogy and also by considering that the 2{mers and the
3{mers can be regarded as members of the vapor, it is the average over the evaporation
region of the new Ne� that is used in the rest of this section to estimate the interphase
surface area. And the results are for A = 200

Ne� = 29:3
�

Tt
= 2:61:

The bulk values are Ne� =1 and �
Tt

= 7:41 [GM97].
Clearly these results su�er from the ambiguity of the de�nition of the surface area, and

as any other \reasonable" de�nition the one used here is rather arbitrary (see discussion in
sec. 2.2.3). Hence the error bars on �

Tt
are big. Nevertheless one can see that microscopic

computations give at least the order of magnitude of the transition parameters. For
increasing system size these estimates become better, see sec. 3.4.2 where the scaling
properties of the transition parameters (including �

Tt
) are discussed.

Comparison with [GM97]

As already noticed there are some di�erences between the results for the liquid{gas phase
transition of small sodium clusters presented here and the one by Gross and Madjet pub-
lished in [GM97]. In the following the origins of some of these di�erences are discussed
and explained.

In �g. 3.12 a summary of the results obtained from mmmc77 for Na 200 is shown [GM97,
Groa].

First, note that the temperature plotted is not TV (h) but the microcanonical temper-
ature at �xed pressure Tp(�)

:
= ��1p (�), where

�p
:
=

@S

@E
jp (3.28)

= �V

"
1� p

@p
@E jV
@p
@V jE

#
; (3.29)

where p is the microcanonical pressure (see app. D). For small pressure �p > �V , Tp <
TV . As the pv{shift is not very important at atmospheric pressure (see footnote q on
page 52) one can use alternatively � or h as a parameter (although h is the correct one
according to standard thermodynamics). But the choice of Tp as an observable changes
clearly the value of the transition parameters. In practice as it is shown below, in the
transition region, the caloric curves Tp are simply shifted vertically compared to TV curves,
i.e. Tp � TV � K, where K is a positive constant (K is of the order of 150 Kelvin for
A = 200).

The results in �g. 3.12 are qualitatively comparable with the ones shown in �g. 3.7
on page 51. The main qualitative di�erence is the absence in mmmc95 of the \second"
transition from dimers to monomers at �� � 1:1 eV/atom in �g. 3.12. This transition has
two origins. The �rst one is a missing move in the algorithm of mmmc77. To be more
precise mmmc77 proposes the move

2! 1 + 1; (3.30)

\splitting of a dimer" but not its inverse (1 + 1 ! 2). This missing move breaks \locally"
the detailed balance condition (see app. B). At �� � 1:1 there are mainly dimers and
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Figure 3.12: Na 200 at 1 atm from [GM97,Groa]. Microcanonical temperature at constant
pressure (square) as a function of the excitation energy ��, number of fragments of mass
bigger than 3 (triangle) and Maxwell line. The small �gures show the mass distribution
of fragments at six di�erent �� which are indicated in the main �gure by their number.
The small vertical numbers on the top of the mass distribution give the real number of
fragments, e.g. 2 : 9:3 means there are on the average 9:3 dimers at �� = 0:78 eV/atom.

monomers, so if the move 2! 1 + 1 is accepted, the simplest (\shortest") way to go back
is the following chain of successive moves

1 + 2 ! 3;

1 + 3 ! 4;

4 ! 2 + 2:

But as it is suggested by the small number of trimers and 4{mers, the probability of
occurrence of this chain of events is very small. Hence at �� � 1:1 once a dimer is split
up into two monomers the monomers remain as they are for the rest of the mmmc77 run.
Thus mmmc77 produces more monomer than it should. This abnormal increase of the
number of particles cools down the system.

The second explanation for the lack of second transition is the choice of Tp as observable
as it is shown below.
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Figure 3.13: Na 200. Temperature at �xed pressure Tp from [GM]�[GM97] (solid line, cir-
cles), from the present work (triangles) and temperatures at �xed volume TV (no symbol)
as functions of the speci�c enthalpy h. The two latter temperatures are plotted for mmmc
with surface entropy term for the cluster internal entropy (dashed line) and without this
surface term (dotted line). Note that the statistical errors on Tp are larger than the one
on TV since Tp relies on the estimate of second order derivatives of S (see app. D). These
errors are of the order of 10 % ! �80 K toward h = 1:1 eV/atom. The \second" phase
transition in Tp [GM] can only merely be seen in Tp without surface term and is completely
absent in the other curves from mmmc95.

To unable qualitative comparisons, di�erent temperature curves from several models
are plotted in �g. 3.13. First the solid line with circles reproduces the Tp curve from
�g. 3.12, but now Tp is a function of h. The other curves represent temperatures from
mmmc95. The ones with symbols are microcanonical temperatures at constant volume TV
and the curves without symbols are microcanonical temperatures at constant pressure Tp.
The dashed lines reproduce the results from �g. 3.7 on page 51. One of the major di�erence
between the twommmcmodels is the presence of a surface entropy term for clusters entropy
in mmmc95 (see sec. 3.2 and eq. (3.3) on page 43). So in order to emphasize the role of
this surface term the temperature curves (TV and Tp) from mmmc95 but without surface
terms t are also plotted in �g. 3.13 (dotted lines). One can �nd a summary of the results
for the model without surface term in �g. 3.14 on the next page.

Compared to mmmc77, in mmmc95 the evaporation starts earlier u. This is because of
the internal entropy model, since in the new version the speci�c entropy is smaller than in

tThis is simply achieved by setting N�

v the number of volume \atoms" to N� = N � 2 the cluster total
number of \atoms" in eqs.(3.3) and (3.4) on page 43.

uIt occurs well below the imposed limit in the internal excitation energy at �� = ��max = 0:35 eV/atom,
see item 3 on page 41. This is in contrast with mmmc77 where the transition starts at ��max for any system
size A (see �gs. 3 and 4 in [GM97]).
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Figure 3.14: Same as �g. 3.7 on page 51, A = 200 but this time the internal entropy of
clusters bigger than 3 contains no surface term, i.e. all the internal entropies are described
by the bulk one. In panel (e) the temperature from �g. 3.7(e) is reproduced (dot-dashed
line) in order to compare the two temperature curves. As expected the evaporation starts
later h � 0:25 eV/atom, and the multifragmentation appears earlier, at h � 0:45, since the
small fragments have a much bigger speci�c entropy (at �xed speci�c energy). The mass
distribution of small fragments is also di�erent from the one in �g. 3.7. The dimers do no
longer play a key role and are replaced by 4{mers and 8{mers. This is a direct consequence
of their larger internal speci�c entropy. The overall temperature curve is above the one in
�g. 3.7 since the number of fragments is here smaller than the one with surface term (e.g.
at h = 0:5 there are 40 clusters, see (f), whereas in �g. 3.7(f) one can �nd 75 fragments).
The transition parameters are written in panel (f). Note the small speci�c surface entropy
and latent heat compared to the ones of the model with surface entropy term, see e.g.
�g. 3.7(e).

the older (this explanation is supported by the TV curve of mmmc95 without surface term).
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Hence as the speci�c entropy of a fragment is smaller the big cluster starts to evaporate
monomers much earlier (h � 0:35 in mmmc77 compared to h � 0:15 in mmmc95). This
leads to a larger number of translational-rotational dofs which in its turn cools the system
down. One can check this argument in �g. 3.14.

The multifragmentation occurs also at smaller h in mmmc95, but this time the di�er-
ence of speci�c internal entropy cannot be invoked since as one can see on �g. 3.13 and 3.14
a higher speci�c entropy implies an even earlier start of the multifragmentation. Here an
explanation for this fact is that contrary to mmmc77, in mmmc95 each cluster has its own
internal energy (item 3 on page 41), thus at �xed overall internal energy the system has
more dofs in mmmc95 than in mmmc77 due to the partitioning of the excitation energy
among the clusters.

In the gas phase the temperature curves are shifted to lower h in mmmc95 compared
to mmmc77 (�h � 0:1 eV/atom). This comes from the fact that the ground state binding
energy in mmmc95 is higher than in mmmc77 (� �180 eV compared to � �199 eV), due
to a slight changes in the input parameter values of the metal{drop model for the binding
energies (i.e. av and as).

3.4.2 Scaling properties

In �g. 3.15 a summary of the results for A = 1000 at atmospheric pressure is plotted. The
overall qualitative behavior is similar than for A = 200. The main quantitative di�erences
are

� Essentially because of the increase of the cluster speci�c internal entropy at �xed ��

with cluster size, the evaporation starts later, h � 0:2. Hence the overall evaporation
region takes place at higher temperatures.

� The multifragmentation is also shifted to higher enthalpies. The reasons are �rst,
again the increase of the speci�c internal entropy, second the lower sensitivity of
the system to the symmetrization weight factor (compared with !NCC � V Nf and

!pl � E
~N
r ) and �nally the relatively smallest gain in energy due to binding energy of

small clusters. The two latter arguments induce a decrease in the number of clusters
bigger than one in the gas part of the mass distribution. This favors an larger number
of the number of monomers which now dominate the mass distribution over almost
all the enthalpy range (except of course at very low energy and in a tiny region
around h = 0:8, see �g. 3.15(g)).

� The relative uctuations of the size of the big liquid cluster are smaller than for
A = 200 (compare �gs. 3.7(a){(b) and �gs. 3.15(a){(b)).

As a consequence of the above second point, the length of the evaporation region gets
longer relatively to the one of the multifragmentation regime (for A = 200 the ratio of the
former h{length to the later is � 0:6 see �g. 3.7 whereas for A = 1000 this ratio is about
1:4).

The relative weight of pNCC the \avoided volume" pressure in the total pressure p =
pkin+pNCC where pkin is the usual kinetic pressure (see sec. 3.3 and eq. (3.24) on page 49) is
plotted on �g. 3.16. At atmospheric pressure the contribution from pNCC can be neglected
except at very low enthalpies; there a small volume is needed because almost all the
excitation energy is absorbed by the internal dofs of the liquid cluster. With increasing
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Figure 3.15: Summary of the results for Na 1000 at 1 atm (see �g. 3.7 on page 51). Compared
with Na 200 the evaporation and the multifragmentation start later. The speci�c length of
multifragmentation region shrinks relatively to the one of the evaporation regime. In the
latter regime the number of monomers is now clearly larger than the number of dimers.
Those dimers are now dominant only within a small enthalpy range (h � 0:8, see panel
(g)). During the overall liquid{gas transition the number of clusters bigger than one in
the gas part of the mass distribution decreases. Compared to �g. 3.7 where A = 200 these
results show a clear trend towards the bulk liquid{gas transition.
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Figure 3.16: Relative weight of pNCC in the total pressure versus � for A = 200 (plain line)
and A = 1000 (dashed line). pNCC is the pressure term coming from the avoided volume.
At low pressures pNCC can be neglected apart at very low enthalpies where there is only
one cluster. pNCC gets more negligible as A increases.

system size pNCC is more and more negligible as soon as there are more than one fragment
in the system; there, at the thermodynamical limit pNCC = 0.

In �g. 3.17 the microcanonical temperature (at �xed volume) are plotted as a function
of the speci�c enthalpy and for several system total sizes (from A = 50 up to A = 5000).
One can see a tendency towards the bulk limit even though for A = 5000 the curve is still
far away from this limit v. The speci�c length of the multifragmentation region gets short
with increasing A and eventually vanishes at the thermodynamical limit.

The transition parameters as functions of the system total size A are given in table 3.2
and shown in �g. 3.18 on page 66. They all clearly tend towards their bulk values (as
already suggested by the temperatures curves in �g. 3.17). However the speci�c surface
entropy is an increasing of A for A . 500. Hence for A . 500 the system is far from
having reach a \scaling behavior"where the speci�c surface e�ects would simply vanish as
A�1=3.

To emphasize the inuence of the internal entropy surface term in the cluster entropy
model (eq. (3.3)), the transitions parameters for the model without this surface term are
given in table 3.3. As in table 3.2 they also show a clear trend towards their values at the
thermodynamical limit. The notable di�erence with the results presented in table 3.2 is
the very low values of the surface entropy depth �ssurf and hence of �=Tt. This is due
mainly to the very early occurrence of the multifragmentation and the relatively short

vRemember that the proportion of surface \atoms" for N� = 5000 is still around 35 %, see �g. 3.5 on
page 45.
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Figure 3.17: Caloric curves versus h for several system total masses, form A = 50 up
to A = 5000. The bulk transition temperature (Tt bulk = 1156 K) is indicated by the
horizontal doted line. �1 � h1 (�3 � h3) is the speci�c energy at which the bulk liquid{gas
phase transition starts (ends). For A . 1000 the statistical error on the temperature
estimate is for each point below 1 %. Above A � 1000 this error grows rapidly with A: at
A = 5000 it is about 5 %. Thus the\structures"at the beginning of the multifragmentation
for A = 50 are not due to statistical uctuations. Each sudden drops of the temperature
in the multifragmentation region corresponds to the fragmentation of a 8{mers.

evaporation region and also to the slightly di�erent mass distributions w which induces
higher temperature in the multifragmentation regime.

3.5 Summary

Although the cluster model and the numerical code have changed the overall qualitative
pictures of the liquid-gas phase transition of sodium clusters at atmospheric pressures, as
given in [GM97], is con�rmed (apart the \second" phase transition at high enthalpies).
From very low enthalpies up to very high ones there are: �rst a big liquid cluster, then
an evaporation regime (the big cluster evaporates very light fragment). This evaporation
is eventually followed by a complete reorganization of the mass distribution (multifrag-
mentation) over a small enthalpy range. Then, there is again an evaporation regime or
multifragmentation regime (from intermediate cluster masses to monomers). Finally, at
high enthalpies the system is a gas of monomers.

According to the de�nitions of phases and phase transition given in chapter 2, only the

wwithout surface terms there are in the mean less fragments; the monomers are bounded in bigger
clusters, e.g. 8{, 4{ and 2{mers, see �gs. 3.7 and 3.14
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A 50 100 200 500 1000 2000 5000 bulk

Tt 584.5 659.9 684.6 752.7 799.1 842.4 891.5 1156

qlat 0.370 0.557 0.626 0.723 0.786 0.843 0.871 0.923

sboil 7.34 9.80 10.62 11.14 11.43 11.62 11.34 9.267

�ssurf 0.165 0.278 0.383 0.358 0.327 0.287 0.291

Ne� 13.3 20.5 29.3 48.6 74.7 105 219 1
�=Tt 0.09 1.35 2.61 3.65 4.38 5.47 6.63 7.41

Table 3.2: Scaling of the transition parameters deduced from the Maxwell construction
(cluster internal entropy with surface term). Tt, qlat, sboil, �ssurf , Ne� and �=Tt are the
transition temperature, the latent heat, the entropy gain of an evaporated atom sboil =

qlat
Tt
,

the entropy surface, the e�ective number of interphase atoms and the ratio of the surface
tension parameter � to the transition temperature Tt, respectively. The experimental bulk
values are given in the last column.

A 50 100 200 500 1000 2000 bulk

Tt 750 843 911 960 985 1010 1156

qlat 0.154 0.252 0.401 0.638 0.673 0.750 0.923

sboil 2.38 3.46 5.11 7.71 7.93 8.61 9.267

�ssurf 0.0836 0.103 0.103 0.0846 0.0790 0.0840

Ne� 16.8 25.6 39.3 77 124 209 1
�=Tt 0.249 0.40 0.524 0.549 0.637 0.803 7.41

Table 3.3: Scaling of the transition parameters given by the Maxwell construction (cluster
internal entropy without surface term), see table 3.2.

�rst evaporation and the multifragmentation are phase transitions, at least in the energy
direction. For a complete picture, it is necessary to study the entropy and its derivatives
in the energy-volume plane. It is not excluded that the multifragmentation regime (i.e.
evaporation of intermediate cluster sizes), corresponds to a phase transition in the volume
direction.

The inuence of di�erent parameters has been studied in this chapter.

Only the quantitative behavior is a�ected by \reasonnable" choices for the clusters
internal entropy. In order to choose among these models for the internal entropies, exper-
imental inputs are needed.

The main factors which lead the system to the multifragmentation regime are the
symmetrization weight factor and the electronic shell e�ects. Thus, the con�dence on the
prediction of the presence of this regime (for systems at equilibrium) is good, because these
factors are well established physical facts (theoretically and experimentally). However, at
this moment, the cluster experiments are to rough in order to make any comparison with
the present model, see e.g. [SKvIH98].

In this chapter it is shown how and why the multifragmentation vanish at the thermo-
dynamical limit. Hence, the microcanonical thermodynamics allows one to have access to
physical phenomenons that do not exist at this limit. The multifragmentation regime is
only hardly accessible to a canonical computation. Indeed, its associated temperature is
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Figure 3.18: Scaling of some transition parameters. (a) Transition temperature Tt � Tt.
(b) Latent heat qlat. (c) Speci�c surface entropy �ssurf . (d) Entropy gain of an evaporated
atom sboil

:
= qlat

Tt
. On each panel the results from [GM]�[GM97] (dashed line) and from

the present work [OF] (plain line) are plotted along with the resp. bulk value (dotted
line). The error bars for [OF] are estimated granted the fact that the uctuations of the
temperature are of the order of 1 % (this is not the case for A = 5000, for this system size
the error bars are here underestimated by a factor � 2, see �g. 3.17 on page 64).

in the transition region (de�ned by the Maxwell construction). Therefore, these points do
not correspond to global maxima of the Laplace transform, or, to use, the usual\canonical"
vocabulary, they do not correspond to minima of the free energy.

Microcanonical thermostatistics o�ers an eÆcient way to estimate the surface entropy
without imposing any a priori geometry to the surfaces. But the de�nition of the sur-
face itself area is ambiguous for the present cluster model. Hence, the numerical values
for the values of the surface tension parameters presented in this chapter have big error
bars. Nevertheless, for systems composed of only a few hundreds of particles, the order of
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magnitude of the bulk value is already reached.
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Chapter 4

Towards the critical point

4.1 Introduction

The liquid{gas phase transition of small clusters of sodium at atmospheric pressure is
discussed in chap. 3. For the bulk matter this �rst order phase transition has a critical
point at a pressure of pc1 = 253 atm and a temperature of Tc1 = 2503:7 K [FL95].
There the density is �c1 = 219 kg �m�3 [FL95] which corresponds to a packing fraction
of �c1 = v0

vc
� 0:3 (where v0 is the Wigner-Seitz volume of an atom of sodium, assuming

that it is a sphere of radius 2:3 �A and vc is the critical speci�c system volume). Hence, one
can naturally ask whether systems with a few hundreds of atoms also present a critical
point in the sense given in sec. 2.3 on page 30 in chapter 2. I.e. by means of properties
of the local curvature of the microcanonical entropy surface. The latter is a function of
the energy and of the system volume. If there is a second order phase transition, one
can further ask about the physical properties of an ensemble of systems at this transition
(pressure, density, mean mass distribution, etc.) and how they can be related to their bulk
values (scaling properties).

In this chapter several attempts to reach the critical point of the liquid{gas phase
transition of �nite size clusters are presented. First, within the cluster mmmc model
introduced in the previous chapter with di�erent technics to estimate NCC (� the avoided
volume to the clusters). Second, as the previous mmmc model approach fails due to
computational diÆculties (see below), a new model, inspired from lattice gas models, is
presented. This new model shows for the time the critical point of the liquid{gas transition
of such �nite size physical models.

4.2 mmmc results

NCC from EOS

In chapter 3, the caloric curves are obtained from mmmc using the hard spheres equation of
states (EOS) approximation to estimate NCC (see app. A.1.2). At atmospheric pressures,
there is a �rst order phase transition. The Maxwell line gives the transition parameters.
The speci�c enthalpies at the two end points of the Maxwell construction are noted by
h1 (liquid side) and h3 (gas side).The speci�c latent heat of the transition is de�ned as
h3 � h1 (see sec. 2.2.3). In the bulk, at the critical point, these two points merge, i.e. the
latent heat vanishes.
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Figure 4.1: Temperature versus density � at h1 (liquid side) and h3 (gas side) given by
the Maxwell construction for di�erent system sizes and pressures (p = 1, 10, 50 100, 200,
300 atm, the latter is well above the bulk critical pressure pc1 = 253 atm), compared to
the bulk liquid and gas densities along the saturation curve (solid line, no symbol) [FL95].
The computations are done within mmmc95 with NCC derived from the hard spheres
equation of state (see app. A.1.2). For small pressures there is a clear tendency towards
the bulk curves. None of the �nite size curves are closed for p = 300 atm, this is perhaps
an indication that the critical for small systems is located at larger pressures than the bulk
one.

As a �rst attempt to reach the critical point of �nite size sodium clusters (if it exists),
one can use the same procedure as in the previous chapter and compute caloric curves
at constant pressure for higher values of p. Then, one can check whether a critical point
shows up, i.e. whether h3 � h1 ! 0.

In �g. 4.1 the transition temperatures are plotted versus the liquid and the gas density
at h1 (liquid) and h3 (gas) for di�erent pressures (from 1 atm up to 300 atm) and for
several system total masses A = 200, 1000 and 3000. The curves shows a clear tendency
towards the bulk saturation density curve with increasing A. However there is no critical
point, i.e. no curve is closed even for a pressure as large as 300 atm (for A = 200 and
A = 1000). The latter pressure is well above the bulk critical one. One can even see that
the gas density for A = 200 decreases for p > 200 atm.

At these high pressures a closer study of the simulation outputs shows that

(a) almost all the pressure comes from the avoided volume pressure term pNCC (up to
80 %),

(b) the system volume V is actually too small to contain all the clusters of a typical
mass distribution.

The latter point is due to the approximation used to estimate NCC, the avoided volume.
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Figure 4.2: Temperature (cross) and pressure (number) as functions of the speci�c enthalpy
h for various values of (E; V ) near the multifragmentation transition. The system total
mass is A = 100. NCC is estimated by means of the Monte{Carlo algorithm presented
in app. A.2. Clearly for p � 350 atm there is still an enthalpy region where @T�1

@h jp=cst
is positive (at h � 0:52 there is a point (TV ; p) � (750; 382) whereas there is at h �
0:46 a point for which (TV ; p) � (870; 292), therefore the isobar p = 382 have an higher
temperature at h = 0:47 than at h = 0:52). Hence, the critical point of this model, if it
exists, is located at a pressure larger than 350 atm, which is well above the bulk value.

As already mentioned this approximation is based on the hard spheres EOS, which is
in its turn based on two body correlations. In this approximation, the critical packing
fraction is �c = 1. This packing fraction, where NCC diverges, is unrealistic (for the
closest packing of equal size hard spheres �c � 0:74). Hence, for pressures larger than
one hundred atmospheres, in the transition region, the system is no longer in the range
of volumes where higher correlations can be neglected. There, the EOS approximation is
not valid and mmmc95 do not sample the correct mass distributions. In other words, by
using the EOS approximation some mass distributions have a �nite NCC although they
actually do not �t within the system volume which should imply an in�nite NCC.

NCC from Monte{Carlo

As there is no other suitable approximations of NCC available for the mmmc model, one
has to use Monte{Carlo sampling schemes in order to estimate NCC (see app. A.2).

In �g. 4.2 the temperature along with the pressure as functions of the enthalpy are
plotted for several points in the parameter space (E; V ) toward the multifragmentation
transition. The system total mass is A = 100. One can immediately conclude that there
is no critical point for such model for pressures below 382 atm, i.e. if there is a critical
point for this cluster model then it is located at a pressure much larger than the bulk one
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Figure 4.3: Scatter plot of the relative proportion of pNCC = ��1h@ lnNCC
@V i, the avoided

volume pressure (see sec. 3.3), in the total pressure p = pkin+ pNCC as a function of p for
A = 100 (circles) and A = 200 (diamonds). Each point in the �gure corresponds to one
point in the energy{volume plane. As the total pressure increases, the main contribution
to p comes from pNCC .

(see �gure caption).

For such high pressures, pNCC the avoided volume pressure is the dominant term in
the total pressure p = pkin + pNCC for enthalpies below and in the transition region. At
higher enthalpy the kinetic term provides again the main contribution. To illustrate that,
a scatter plot of pNCC=p versus p is shown in �g. 4.3 for several points in the (E; V ) plane
near and below the multifragmentation transition. The system total masses are A = 100
(circles) and A = 200 (diamonds). For pressures larger than 100 atm, pNCC is at least
responsible of 60 % of the total pressure in the transition region. This shows how it is
crucial to have accurate estimates of NCC and of its derivatives.

These results con�rm the ones obtain in the previous section. They suggest that
the critical point of �nite size clusters is located at higher pressure than the bulk one, e.g.
pc A=100 > 380 atm. To check this hypothesis, one should follow isobars at larger pressures.
Unfortunatly, this is an impossibly diÆcult task within mmmc. The typical computation
time for one single point in the (E; V ) plane for pressures around 150 atm and near the
multifragmentation for A = 200 is one day on an alpha-workstation. This time grows
exponentially with decreasing volume. More than 99 % of the run time is spend in the
numerical estimate of NCC and its derivatives. Thus, a complete study of the transition
region at higher pressures is at this moment out of reach.

One may suggest to study smaller systems because less computational e�orts should
be needed in order to estimate NCC if the number of fragments is reduced. It is indeed
the case. However, on the other hand, the critical point seems to be located at even
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higher pressures and hence closer to the critical packing fraction where NCC diverges a.
There, it is very diÆcult to obtain good estimate of NCC and evenmore of its derivative
with respect to the volume (needed to compute pNCC , the main component of the total
pressure).

4.3 Lattice model (cl)

At this moment the critical point is out of reach to mmmc95. As written above, this
is due to the very long time needed to estimate NCC, which is de�ned as a multiple
integral of the centers of mass of the clusters over the system volume (see eq. (A.1a)). One
could argue that a solution is to give up this integration, i.e. leaving the weight !NCC and
position explicitly the centers of mass event by event along the Markovian chain. However,
in order to have a correct detailed balance, one has to estimate the a priori probability
(see app. B.2) to �nd a set of positions for the centers of mass so that all clusters �t within
the volume. This probability is nothing else but the inverse of NCC.

To overcome this main diÆculty, a new model is developped. It is inspired from lattice
gas models. This new model is called herafter Clusters on Lattice (cl). In cl the atoms
are �rst positioned on a lattice. Hence, the a priori probability to position all the atoms
on the grid is the same for all events. The price to pay is that the pressure is no longer
an observable as in the cluster mmmc model. The reason is that in cl there is no longer
any explicit dependence on the sysem volume in the microcanonical weight (in mmmc this
dependence is carried by !NCC see eqs. (3.19) and (3.23) on page 49).

cl uses the mmmc method. It is a microcanonical model. The total energy, mass and
volume V = 4�

3 R
3 are conserved.

4.3.1 Model

As cl and the cluster mmmc model are very similar, only the di�erences between them
are stressed in the following section.

Clusters

In mmmc the basic elements are the clusters which are assumed to be spherical hard
spheres. In cl the atoms are �rst positioned on a lattice. Two neighboring atoms create
a link between them. Linked atoms form together clusters (for an illustration see �g. 4.4).
Hence, a cluster of a given size can have di�erent shapes characterized by e.g. di�erent
principal moment of inertia or total number of links l. For a given mass N a cluster can
have up to lmax links (lmax depends on the cluster size).

Once the clusters are created, there are almost treated as in the cluster mmmc model.

The underlying lattice used in the present work is a fcc lattice (face-centered cu-
bic) [AM76]. This lattice does not pretend to simulate the real geometrical properties of
sodium clusters [CS00]. It is only a way to get rid of NCC and to add some shape dofs.
The distance between two sites is adjusted so that the volume of the lattice primitive cell
is equal to the Wigner{Seitz volume of an atom vw = 4�

3 r
3
w. The coordinnate number k

of fcc is 12, i.e. one site has 12 closest neighboring sites.

aThis is con�rmed by the results presented in the next section.
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Figure 4.4: Schematic two dimensional illustration of a cluster in cl. An empty lattice
site is represented by a circle. A site occupied by an atom is represented either by �lled
circles or squares. Between two neighboring atoms a link is created (thick segment). An
atom whose all neighboring sites are occupied is a volume atom (�lled square). In this
�gure a cluster of size N = 12 is represented. It has two volume atoms and 22 links.

In order to have explicit spatial dimensions b, the center of mass of a cluster is assumed
to be located within the volume of a primitive cell �v = vw.

Binding energy

In cl the binding energy of a cluster is a function of N and of l, its number of links. This
implies a shape dependence of the binding energy.

In the limit N ! +1 the binding energy is given by

Eb(N; l) � N�1 (4.1)

=
2l

k
�1; (4.2)

where �1 � �av = �1:039 eV/atom is minus the bulk speci�c binding energy. In the limit
N ! 1, each atom has k neighbors, and there are l = N k

2 links. The binding energy of
a �nite size cluster is given by

Eb(N; l) = �2l

k
av +K(N); (4.3)

where K(N) is a constant. For N > 21, K(N) is chosen in order to adjust the binding
energy of the cluster with the largest number of links (at �xed N) to the metal{drop
formula, see eq. (3.1). For N < 21, the binding energy of the cluster with the largest
number of links (at �xed N) is adjusted to the experimental data. Hence, the electronic
shell e�ects, which are crucial for the presence of the multifragmentation regime (as shown
in sec. 3.4.1), are implemented in cl. In the limit N !1, K(N) vanishes.

bThis is needed in order to make the microcanonical weight !(x)dx dimensionless, see sec. 4.3.2.
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Internal entropy

For the speci�c internal entropy sint(�
�; N�; l) of a cluster bigger than 3, the same equations

as for the cluster mmmc model is used, i.e.

N�sint (��; N�; l) :
= N�

s st (�
�) +N�

v s1 (��) ; (4.4)

where st is the trimer entropy given by eq. (3.2) on page 43. s1 is the bulk speci�c entropy
obtain from the bulk heat capacity curve (see sec. 3.2 and [Gro97]).

Volume and surface \atoms"

The number of volume atoms N�
v of a given cluster used in eq. (4.4) to compute its internal

entropy is the number of atoms whose all neighboring sites are occupied (squares in �g. 4.4
on the preceding page).

The number of surface \atoms" is simply given by

N�
s = N � 2�N�

v : (4.5)

In cl a cluster of mass 200 can have up to 76 volume atoms, whereas in mmmc this
number is only 56. Hence the speci�c entropy of the big clusters is larger in cl than in
mmmc, whereas for small clusters N < 12 the respective internal entropies are the same
in both models.

4.3.2 Simulation method

The discussion on the simulation method use for cl is also very similar to the one of
mmmc95 (sec. 3.3). The outline of the beginning of this section follows the one of sec. 3.3.
To avoid unnecessary repetitions, this section is very brief. For more details the reader
should refer to sec. 3.3.

Microcanonical weight

The coordinates of an event are

x
:
=
�
� = fNi; ligNf

i=1; fE�
i g
	
; (4.6)

where � is a short hand for the mass distribution. The ith cluster is characterized by its
mass Ni, number of links li and internal excitation energy E�

i . The positions of the atoms
on the grid and � are two equivalent coordinates.

The microcanonical weight !(x) is divided in the following way

! � !sym !pl !r !int !�v; (4.7)

where !sym is the quantum symmetrization weight factor, see eq. (3.9). !pl is the result
of the integration over the linear and angular momenta, see eq. (3.10). !r is the weight
due to the angular part of the clusters eigen rotation, see page 47. !int is the factor due
to the internal dofs of the clusters, see eqs. (3.11) and (4.4). !�v ensures a dimensionless
probability weight

!vw = v
Nf
w ; (4.8)
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where �v is equal to the Wigner{Seitz volume of an atom, i.e. �v � vw = 4�
3 r

3
w. Contrary

to eq. (3.12a), there is no !NCC in eq. (4.8).
!pl and !r depend on the clusters shape via the principal moment of inertia of the

clusters. Once the clusters are de�ned, there are considered in !pl and !r as free to move
spatially, i.e. the underlying lattice is forgotten.

Observables

The inverse temperature � is an observable as in mmmc95. However, as there is no explicit
dependence on the system total volume in cl, see eq. (4.7), therefore, the pressure is not
an observable.

Nevertheless, some information about the pressure and its derivatives with respect to
the volume c and to the energy are needed in order to de�ne phases and phase transitions,
see chap. 2. To overcome this diÆculty, one can proceed in the following way.

Consider �rst a caloric curve at �xed volume. � is nothing else but the derivative of
the entropy with respect to the energy at �xed volume. Hence one can integrate at �xed
volume the � curve and obtain the entropy S(E; V ) at �xed volume. This entropy curve
is known only up to a constant.

Now, one can proceed in the same way for di�erent system volumes. Each of these
entropy curves is known up to an additive constant. One has to �nd a way to link them
in the volume direction.

At very low energy, the system is composed by only one big cluster. Almost all the
excitation energy is in the internal dofs of this cluster. Therefore at very low energy the
system entropy S(E; V ) can be approximatively written as

S(E; V ) � log

�
4�

3
(R� r)3

�
+ C(E); (4.9)

where C(E) is a function of E. 4�
3 (R� r)3 is the eigen{NCC of the big cluster of radius

r within the system volume of radius R (see eq. (A.4) in app. A.1.1). In eq. (4.9) it is
implicitly assumed that the big cluster has a spherical shape. This is veri�ed at very low
energy, since large clusters with spherical shapes have the lowest binding energy (largest
number of internal links).

Hence the di�erence of entropy S(E; V2)� S(E; V1) between two points in the (E; V )
plane at low and �xed E is simply

S(E; V2)� S(E; V1) = 3 log

�
R2 � r

R1 � r

�
: (4.10)

Eq. (4.10) gives the relative shifts between all the entropy curves at constant volume.
Finally, a spline interpolation method is used in order to have a continuous coverage

of the energy-volume parameter space.

Algorithm

The basic idea is very simple. From one event x = f�; fE�
i gg, a new spatial con�gura-

tion (i.e. new mass distribution �0) is generated by moving randomly one atom. To get
cThe accessible volume to the atoms is discrete since they are positioned on a grid. The actual system

volume is proportional to the number of cells. In the following, a continuous approximation for the system
volume is adopted.
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4.3. Lattice model (cl)

the needed information about �0 (masses, number of links, of volume fragments, inertial
tensor), the algorithm from Hoshen and Kopelman [HK76] and a straightforward exten-
sion [HBM97] is used (see also [Bab98]). This algorithm has been introduced to study
the distribution of clusters in percolation systems. Once the new mass distribution is
generated, when needed, the excitation energies of the clusters a�ected by this move are
resampled following the algorithm given in app. B.2.2.

Special care has been taken to ful�ll the detailed balance condition. The typical number
of events used for averaging is 5:106. More events (up to 1:108) are needed at low energies
and large volumes, and also in the multifragmentation region for small volumes. For �ve
millions of event the typical cpu{time is of the order of 5 minutes.

4.3.3 Results

In this section numerical results are shown. They are �rst compared with mmmc95 results.
At large volumes the caloric curves have a region of negative speci�c heat capacity. It is
the signal of a �rst order phase transition (see sec. 2.2). Finally the critical end point of
this phase transition is shown. This is the �rst time that the critical point of small clusters
liquid-gas transition is found.

Comparison with mmmc95

In �g. 4.5 caloric curves at constant system volume as functions of the excitation energy
�� are shown. One of these curves is a result from mmmc95 (circles, T95), the other from
cl (squares, Tcl). The overall qualitative behaviors are similar. For both curves there
is a region of negative speci�c which signals a �rst order phase transition. However the
temperature from cl is almost everywhere larger than the one from mmmc95.

In order to explain these quantitative di�erences, the information about the corre-
sponding mass distributions as functions of �� are plotted in �g. 4.6. An important fact is
that there is also, in this model, a multifragmentation regime.

From the �gure 4.6 one can conclude that the larger temperature in cl is due to its
smallest number of fragments compared with mmmc95.

At very low energies (�� . 0:15), Tcl < T95 although there is in both simulation only
one big cluster. This can be partially explained by the largest speci�c entropy energy in
cl d. There is another reason. In cl, near the ground state the big cluster maximizes its
number of internal links in order to gain some excitation energy by loosing binding energy
(see eq. (4.3) on page 74). But, as soon as there is enough energy the shape of the big
cluster changes in order to maximize N�

v the number of volume atoms. This is done by
adopting a spheroid shape. But this cluster shape has a larger binding energy. All in all,
at �� � 0:1 the big liquid cluster has a larger binding energy and a larger internal speci�c
entropy in cl than mmmc95. This implies a smaller overall temperature in cl.

As the energy increases the big clusters have more degrees of freedom in cl. The clus-
ters can have di�erent shapes. These shape dofs delay the evaporation of light fragments.
This is the main reason, along with their larger number of volume atoms, why Tcl > T95.
This explain also the delayed multifragmentation in cl. There the big clusters can stand
the \weight-competition" at larger energy with a mass distribution composed by several
intermediate fragment sizes.

dThis phenomenom is also to be seen in mmmc95 when there is no entropy surface term, see sec. 3.4.1.
and �g. 3.14 on page 60.
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Figure 4.5: Temperatures from mmmc and cl at constant volume as functions of the
speci�c excitation energy ��. For both models the system total mass is A = 100 and
the system volume is V � 11V0 = 11
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�
where rw is the Wigner-Seitz radius. The

qualitative behaviors of both models are identic. However, the temperature of cl is well
above the one of mmmc95 in the transition region. This quantitative di�erences is related
to the di�erences of the respective mass distributions (see text and �g. 4.6).

Finally, one must stress that cl and mmmc are two models that are qualitatively
equivalent but quantitatively di�erent. By tuning the input one can reduce the di�er-
ences between these models. However, only experimental data (which are at this moment
unavailable) can say which model, if any, present the correct behavior.

Critical point

In �g. 4.7 inverse temperature curves as functions of the energy �� are plotted, each one

at constant volume. For systems with a volume smaller than Vc0 � 3:48 104 �A
3
the

heat capacity is positive over the whole energy range. Note that Vc0 does not obligatory
correspond to the critical point volume Vc.

At the critical point the following relations hold (see sec. 2.3.1)

�1 = 0; (4.11a)

v1 � r�1 = 0; (4.11b)

where �1 is the largest eigenvalue of the Hessian matrix of S and v1 its associated eigen-
vector. As discussed in sec. 2.3.2, for a two dimensional parameter system the condi-
tions (4.11) can be simpli�ed to \the lines of constant extensive parameters are tangent to
the line �1 = 0".
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Figure 4.6: Comparisons of mass distributions of cl and mmmc95 at constant system
volume as functions of the excitation energy ��. The system total mass is A = 100, its
volume V is eleven time the compound cluster volume V0 =

4�
3 100r

3
w, where rw � 2:3 �A

is the Wigner{Seitz radius. M1, Nfragment, Nmonomer, Ndimer and NM>2 are respectively
the mean mass of the largest fragment, the mean number of fragments, of monomers, of
dimers and of fragments bigger than 2. The qualitative behavior of all the observables are
very similar. In particular, in cl there also is a multifragmentation (fast reorganization
of the mass distribution) and a multifragmentation regime (evaporation of intermediate
cluster sizes).
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Figure 4.7: Inverse temperature curves at constant volume as functions of the excitation
energy �� and for several system volumes. The system total mass is A = 200 and the
packing fraction goes from � = 1:7 10�4 (highest curve) to � = 0:54 (lowest curve).
For large volume (small �) a region of negative heat capacity is clearly to be seen. For
� > �c0 � 0:3 the back bending vanishes and there is no phase transition in the energy
direction. The uctuations that can be seen at large volumes and at energies below and
close to the multifragmentation are not due to statistical errors. They are the consequences
of sudden changes of the shape of the big (liquid) cluster. These changes occur when the
big cluster looses a \volume" fragment. There it tries to maximize its number of links by
adopting a spherical shape. As it looses atoms, it keeps N�

v �xed by adopting more and
more spheroid shape (see text).

From the caloric curves plotted in �g. 4.7 one can infer the entropy and its derivatives
in the energy-volume plane as explained in sec. 4.3.2.

In �g. 4.8 the sign of �1 along with contour plots of the pressure and the temperature
are shown for three system total masses (A = 100, 200 and 400) as functions of the speci�c
excitation energy � and of the density given in kg �m�3.

For all masses, the �rst order phase transition has a critical end point. This is the �rst
time that critical points are obtained for this type of model. However, their exact locations
cannot be deduce from the actual numerical data due to a lack of numerical precision and
of the noises generated by the integrations and the spline interpolation used to obtain the
entropy surface.

In table 4.1 the critical point parameters, �c, Tc and pc (the critical density, temperature
and mass, resp.) are given for three system sizes A = 100, 200 and 300. These parameters
are estimated by averaging there respective values within the circles locating the critical
points (see �gs. 4.8). The errors bars are simply the highest and the lowest values of these
parameters within the circles.
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Figure 4.8: Sign of �1, the largest eigenvalue of the Hessian of the entropy. �1 is positive
(negative) in the gray (white) region, �1 = 0 along the thick line. Contour plots of the
pressure p and the temperature T , solid and dashed line respectively. All these observables
are plotted in the energy-density plane and for several system total masses (A = 100, 200
and 400). �1 < 0 implies a pure phase whereas �1 > 0 locates �rst order phase transition.
In the pure phase regions the density at constant pressure and at constant temperature
have a \normal" behavior, i.e. @�

@� jp=cst < 0. In the �rst order transition @�
@� jp=cst > 0.

The critical point of this �rst order phase transition is located where the line of constant
pressure (or equivalently of constant temperature) is tangent to the line �1 = 0. The
critical points are approximatively located by the thick circles. The regions of positive �1
at high density and large energy are due to numerical uncertainties in the caloric curve
(see �g. 4.7).
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�c
�
kg �m�3� Tc [K] pc

�
103 atm

�
100 270 � 17 2070 � 200 296 � 60

200 183 � 10 2570 � 170 96� 10

400 85� 3 2950 � 230 18:7 � 2:9

1 219 2503 0:253

Table 4.1: Critical parameters as functions of the system total mass. �c, Tc and pc are the
critical density, temperature and pressure, respectively. The experimental sodium bulk
values are given in the last line [FL95]. The numerical values are estimated from the data
shown in �g. 4.8. The errors bars gives the range of values taken by the observables within
the circles in �g. 4.8.

Although a simple scaling would not converge to the sodium bulk critical values, they
are at least in the correct order of magnitude (apart from the pressure, but one can see
that it decreases rapidly with increasing A). These results also con�rm the ones from
mmmc95 at high pressures. The critical pressure and density decrease whereas the critical
temperature increases with increasing system total mass.
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Figure 4.9: Contour-Density plot of the relative uctuations of � = Imin
Imax

, the ratio of the
smallest principal moment of inertia to the largest one of the biggest cluster in cl toward
the critical point in the speci�c energy-density plane. A = 200. The grayer the larger are
the uctuations. The values of ��=� is � 0:1 at the lower right hand of the �gure. The
second order phase transition is approximatively located by the circle. Within the available
numerical precision � do not exhibit any particular behavior near the critical point. The
relative uctuation increases after the multifragmentation because the principal moment
of inertia of small clusters are more sensitive to a shape-changes.
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4.4. Conclusions

Higher critical density means a more important role of the avoided volume NCC in
mmmc95.

The study of this model at high pressures is so far from being complete. Particularly
regarding the mass distribution near and at the critical point.

First studies of the mass distribution (and its uctuations) near and at the critical
point do not exhibit any remarkable properties.

As an example, in �g. 4.9 the relative uctuations of � = Imin
Imax

, the ratio of the smallest
principal moment of inertia to the largest one of the largest cluster. This observable probes
the shape uctuations of the biggest cluster. It has been suggested [Vot] that the lack of
critical point in mmmc95 is due to the lack of shape dofs in the cluster mmmc model. As
one can see in �g. 4.9, nothing special happens near or at the critical point. In particular,
the biggest cluster shape does not have large relative uctuations at the critical point.
This result has to be taken with caution. Maybe the absence of large uctuations are only
due to a lack of numerical precision. Further studies, with �ner grids are needed.

4.4 Conclusions

In this chapter the liquid-gas transition of small sodium clusters at high pressures is
studied.

For small systems the cluster avoided volume (NCC) plays a very important role.
In the transition region, its derivative with respect to the system volume gives the main
contribution to the total microcanonical pressure. Moreover, the very high values of NCC
(see app. A.2) prevent one to study the critical point of the liquid-gas transition of the
cluster mmmc model (if it exists at all). These very high values are numerically extremely
diÆcult to evaluate.

A new model inspired from lattice gas models is introduced (cl). By putting the atoms
on a �xed grid it avoids the use of NCC. This grids gives new degrees of freedom to the
clusters compared to the mmmc cluster model; namely shape-dofs. Moreover, compared
to clusters in mmmc, the clusters in cl have a larger number of \volume" atoms for
intermediate cluster sizes.

In cl there is no NCC. The price to pay is that the pressure is no longer an observable.
The pressure can to be inferred from a set of caloric curves after some integrations and
interpolations and by assuming a certain volume dependency of the entropy S at very low
energies. All these procedures add a fairly large amount of uncertainty in the numerical
evaluation of the derivatives of S with respect to the system volume.

Nevertheless a study of the liquid-gas transition is possible in this model.

At large volumes (� low pressures) the caloric curves for cl are very similar to the
one of mmmc95. In particular, there is again a multifragmentation. In cl the overall
temperature is larger due to (a) a larger number of volume \atoms" implying a larger
speci�c internal entropy at �xed internal energy and cluster size, (b) the new shape degrees
of freedom.

As already written, from a set of caloric curves one can infer the entropy surface S
in the energy-volume plane. By studying the topological properties of S one can de�ne
phases and phase transitions as discussed in chap. 2.

At small volumes (large densities, � large pressures), the study of the topology of S
shows that the liquid-gas �rst order phase transition has a critical end point (second order
phase transition).
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Chapter 4. Towards the critical point

The critical parameters can also be evaluated. Their values are of the order of the bulk
ones (except for the critical pressure which is much larger). Qualitatively their values
con�rm what could be deduced from from the mmmc95 computations. Namely that the
critical point is located at lower density and temperature and at higher pressure for �nite
size systems compared to the bulk critical parameters

However, a simple scaling ansatz shows that these values do not converge to the bulk
ones. This is due to all the simpli�cations made on the physics of the clusters in order
to reach this critical point. For example, no highly excited clusters are allowed in cl,
although their presence can not be excluded near the critical point (and as shown by
preliminary studies). Work is in progress in this direction. As a second example, in cl,
the inter-atomic distances are �xed. At very high pressures the atoms can certainly not
be simply considered as hard spheres. This e�ect plays certainly a important role.

Some preliminary results regarding the mass distribution near and at the critical point
do not show any particular behavior. Yet, it is unclear if this is simply due to a lack of
numerical precision. This will be checked in a near future by performing new simulations
with �ner grids in the energy-volume plane.
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Part III

Gravitational systems

| Conservation of the angular

momentum L on long{range

interaction systems |
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Chapter 5

Introduction

The thermostatistical properties of systems of N classical particles under long{range at-
tractive potentials have been extensively studied since the seminal work of Antonov [Ant62],
[Pad90, Lyn67, LW68, HT71, Thi70, Sas85]. One of their more speci�c and interesting
properties is that they are unstable for all N [Rue63, Pad90] and therefore not thermo-
dynamically extensive, i.e. they exhibit negative speci�c heat capacity regions even when
the system is composed by a very large number of particles [LW68].

It is natural to ask whether the total angular momentum L, which is an integral of
motion for systems of relevance in the astrophysical context, plays a non{trivial role on the
equilibrium properties of these systems. Indeed, L is considered as an important parame-
ter in order to understand the physics of systems like galaxies [LGM99, LdOP00, BT87];
globular clusters [LL96a, LL96b, HK77, KM00, LB00]; molecular clouds in multi-
fragmentation regime [Com98, dVSC] which might eventually lead to stellar forma-
tion [Bat98, KFMT98, KB97, BB96, WASBW96, Whi96, CT90].

Previous works have already studied the e�ect of L in the mean �eld limit with a sim-
pli�ed potential [Lal99] or imposing a spherical symmetry [KM00]; or at L = 0 [HK77].

In this part an attempt to overcome some of these approximations is presented a. No
symmetry is imposed a priori and a \realistic" gravitational potential is used.

Thermodynamical equilibrium does not exist for Newtonian self{gravitating systems,
due both to evaporation of stars (the systems are not self{bounded) and short distance sin-
gularity in the interaction potential. However there exists intermediate stages where these
two e�ects might be neglected and a quasi{equilibrium state might be reached [HK77,
CP01] (dynamical issues like ergodicity, mixing or \approach to equilibrium" [Sas85,
YM97, RN93] are not considered in this chapter). In order to make the existence of
equilibrium con�gurations possible one has, �rst, to bound the system in an arti�cial box
and, second, to add a short distance cuto� to the potential. The latter point can be seen
as an attempt to take into account the appearance of new physics at very short distances
(about the inuence of this short cut see e.g. [Rom97, SLVH97, FL00]). Another way
to avoid the diÆculties due to the short distance singularity is to describe the function of
distribution of the \stars" within a Fermi{Dirac statistic [Lyn67, Cha98].

The box breaks the translational symmetry of the system, therefore, strictly speaking
the total linear momentum P and angular momentum with respect to the system center
of mass L are not conserved. Nevertheless, it is assumed that the equilibration time is
smaller than the characteristic time after which the box plays a signi�cant role [HK77,

aMost of the material presented in this part can be found in [FG01].
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Lal99, CP01]. Therefore P and L are considered as (quasi{)conserved quantities (see
discussion in sec. 1.1.2). The center of the box is put at the center of mass RCM which is
also set to be the center of the coordinates, thus P = 0.

As already mentioned, self{gravitating systems are non{extensive, i.e. \small" in the
sense given in the general introduction of this thesis. A statistical description based on
their intensive parameters should be taken with caution since the di�erent statistical en-
sembles are only equivalent at the thermodynamical limit far from �rst order transitions as
de�ned in the �rst part of this thesis. Hence, following the discussions in part I the equilib-
rium properties of these self{gravitating systems are worked out within the microcanonical
ensemble (ME).

In order to perform the computation in a reasonable time and as a �rst step an only two
dimensional system is considered. Thus, the total angular momentum is a pseudo{vector
characterized by one number; it is noted from now on by L.

The next chapter is organized as follow. First the analytical expressions for entropy
and its derivatives are recalled (sec. 6.1), then the two �rst moments of the distribution
of the linear momentum of a given particle at a �xed position (sec. 6.2) are derived and
commented, and �nally a numerical method based on an importance sampling algorithm
in order to estimate suitable observables is presented (sec. 6.3). Numerical results are
presented in section 6.4. First thermostatistical properties are shown and discussed. Then
the link between the average mass distribution and the thermostatistical properties is made
in sec. 6.4.2. In sec. 6.4.3 the de�nition of phase introduced in chap. 2 is used to construct
the phase diagram of the self{gravitating system as a function of its energy E and angular
momentum L. The ensemble introduced by Klinko and Miller in [KM00] is discussed. In
this paper this ensemble is used to treat another model of rotating and self{gravitating
system. This ensemble is a function of the (intensive) variables conjugate of E and L2.
For the present model it is shown how the predictions using this ensemble are inaccurate
and misleading (sec. 6.4.4); the more \standard" CE where the intensive variables are the
conjugate of E and L, i.e. the inverse temperature � and the angular velocity ! is also
discussed in sec. 6.4.4. Results are summarized and discussed in section 6.5.
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Microcanonical properties

6.1 Microcanonical de�nitions

Consider a system of N classical particles on a disk of radius R whose interaction is
described by a Plummer softened potential [Plu11, Yep97]

'ij = � Gmimjp
s2 + (qi � qj)2

; (6.1)

where mi and qi = fq1i ; q2i g are the mass and position of particle i respectively, s is the
softening length and G is the gravitational constant. The �xed total energy E is described
by the Hamiltonian

H =
X
i

p2i
2mi

+ '(q); (6.2)

where pi = fp1i ; p2i g is the linear momentum of particle i, ' =
P

i<j 'ij . q is a 2N{
dimensional vector whose coordinates are fq1; : : : ;qNg, representing the spatial con�gu-
ration. q is an element of the spatial con�guration space Vc, q 2 Vc � R

2N .

The entropy S is given through Boltzmann's principle

S(E;L;N)
:
= lnW (E;L;N); (6.3)

whereW (E;L;N) is the volume of the accessible phase{space at E, L and N �xed (under
the assumptions given in chap. 5 on page 87)

W
�
E;L;N

�
=

1

N !

Z NY
i=1

�
dpidqi
(2�~)2

�
Æ
�
E �H�Æ(2)�X

i

pi
�

�Æ�L�X
i

qi � pi
�
Æ(2)
�X

i

qi
�
; (6.4)

where qi�pi = q1i p
2
i �q2i p1i . After integration over the momenta eq. (6.4) becomes [Lal99,

CL98]

W
�
E;L;N

�
= C

Z
Vc

dq
1p
I
EN�5=2
r Æ(2)

�X
i

qi
�
; (6.5)
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where C =
(2�)(N�9=2)

Q
imi

(2�~)2NN !(
P

imi)�(N�3=2) is a constant, I =
P

imiq
2
i is the inertial momentum

and Er = E � L2

2I � ' the remaining energy a. From the point of view of the remaining
energy, if L 6= 0 one can already notice that the equilibrium properties are the result of
a competition between two terms: the rotational energy L2

2I and the potential energy '.
The former tries to drive the particles away from the center of mass in order to increase
I whereas the latter tries to group the particles together in order to decrease ', but since
the center of mass is �xed this will lead to a concentration of particles near the center and
consequently will decrease I.

The microcanonical temperature T is de�ned by

1

T

:
= �

:
=

@S

@E
= hN � 5=2

Er
i; (6.6)

where h�i is the microcanonical average

hOi = C
W

Z
Vc

dq
O (q)p

I
EN�5=2
r Æ(2)

�X
i

qi
�
: (6.7)

The angular velocity ! is de�ned as minus the conjugate force of L times T [DGLR89]

!
:
= � 1

�

@S

@L
=
hLI E�1

r i
hE�1

r i : (6.8)

� is de�ned has the conjugate of L2

�
:
=

@S

@L2
= �h 1

2I

N � 5=2

Er
i; (6.9)

! = �2L: (6.10)

6.2 Momentum average and dispersion

In this section the average and the dispersion of the linear momentum of a particle is
derived, its mean angular velocity is also computed and related to the one of the system
as de�ned in eq. (6.8).

The derivation of hpkiqk the average momentum of particle k at �xed position qk
(while the other particles are free) is similar to that of W . Details of the derivation can
be found in Appendix C on page 133, and the result is

hpkiqk = LhI�1iqkmk

2X
�;=1

��q

k ê�; (6.11)

where � is the antisymmetric tensor of rank 2 and ê� the unit vector of coordinate �.
Equation (6.11) shows that hpkiqk is a vector perpendicular to qk whose module is a
function of kqkk. In other words the orbit of a particle is in the mean circular (this result
is expected since the system is rotationally symmetric). One can compute h!kiqk the

athe number 5
2
in eq. (6.5) is due to the di�erent delta functions in eq. (6.4) that are integrated out:

1
2
for the conservation of L, 2 � 1

2
= 1 for P and one for the total energy E.
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mean angular velocity of k at distance kqkk by �rst considering hLkiqk the mean angular
momentum of k at distance kqkk

hLkiqk
:
= qk � hpkiqk
= LhI�1iqkIk; (6.12)

where Ik = mkq
2
k. The angular mean velocity of a particle on a circular orbit is classically

linked to hLkiqk by
hLkiqk = h!kiqkIk: (6.13)

Using eqs. (6.12) and (6.13) leads to the following expression for h!kiqk
h!kiqk = LhI�1iqk : (6.14)

The dependence of h!iqk on jjqkjj is of the order 1=N b, therefore for large N , h!iqk
becomes (see eq. (6.8) on the preceding page)

h!kiqk � LhI�1i � h!i: (6.15)

For large N the mean angular velocity is the same for all the particles at any distance from
the center, in other words the system in the mean rotates like a solid body. Moreover h!kiqk
corresponds to the thermostatistical angular velocity ! de�ned by eq. (6.8) on the facing
page. These are also a classical results for extensive systems at low L [DGLR89, LL94].
Note also that these results do not depend explicitely on the interaction potential '.

The momentum dispersion �pk can also be derived. Using eq. (6.11) and eq. (C.16) on
page 135, one gets for large N

�2
pk

� hp2kiqk � hpki2qk
� 2

mk

�
+ IkL

2mk

�hI�2i � hI�1i2� (6.16)

The second term of eq. (6.16) is proportional to the square of the dispersion of I�1 and
to q2k (Ik = mkq

2
k). When this term vanishes relatively to the �rst one, e.g. when the

uctuations of I�1 are small, or at high energy (low �) and low L, the usual dispersion
of the Maxwell{Boltzmann distribution is recovered. This term also gives a correction to
the usual equipartition theorem; for large N

hEki � �2
pk

2mk

� T +
IkL

2

2

�hI�2i � hI�1i2� ; (6.17)

where hEki is the average internal kinetic energy (without the contribution from the collec-
tive hydrodynamic rotational movement) of particle k. Again this correction is position{
dependent via Ik. In the regimes where the uctuations of the mass distribution cannot
be neglected in eqs. (6.16) and (6.17) (e.g. at phase transitions) an estimate of the tem-
perature based on the velocity dispersion would suggest that the temperature is smaller
in the core than at the edge. At high energies and in the limit N ! 1 the uctuations
of I�1 should vanish faster than L (� N) grows in order to recover the equipartition of
energy. However this scaling behavior is not known in the whole parameter space. These
uctuations might play a non{trivial role in phase transition regions even for large N .

bhI�1iqk = hI�1i+O(N�1)
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6.3 Numerical method

From now all the particles have the same mass, i.e. mi = m; 8i = 1; � � � ; N and the
following dimensionless variables are used

E ! � =
ER

Gm2N2
; (6.18a)

L ! l2 = 
 =
L2

2Gm3RN2
; (6.18b)

s ! � =
s

R
; (6.18c)

q ! r =
q

R
; (6.18d)

Vc ! vc; (6.18e)

' ! � =
R

Gm2N2
' = � 1

N2

X
i<j

1p
�2 + (ri � rj)2

; (6.18f)

I ! I =
X
i

r2i : (6.18g)

The weight is now

W (�;
) = C0
Z
vc

dr
1p
I
�N�5=2r Æ(2)

�X
i

ri
�
; (6.19)

where �r = �� 

I �� is the dimensionless remaining energy and C0 a constant. Later on this

constant is omitted since it plays classically no signi�cant role (it only shifts the entropy
by log C0). The derivatives of entropy (�, !, . . . ) are now dimensionless quantities.

One usually estimates (6.19) by means of some Monte Carlo algorithm, updating the
positions r by some small amount Ær in order to get a good pass acceptance and using the

con�guration weightW (r)
:
= 1p

I
�
N�5=2
r in the Metropolis pass. Unfortunately this strategy

does not really work (within a reasonable cpu{time), because the 2N{dim con�guration
weight{landscape at �xed � and 
 presents troughs and high peaks [TA99], so exploring
the total con�guration{space (or at least a subset containing the highest peaks) would
take a very long, in practice in�nite, time. This weight{landscape looks like the energy{
landscape found in spin{glass systems [MPRTZ00].

The strategy adopted here is partly described in the following. First eq. (6.19) can be
rewritten as

W (�;
) =

Z
dI d� Bg (I; �)

1p
I
�N�5=2r ; (6.20)

where

Bg (I; �) =

Z
vc

drÆ
�
I 0(r)� I

�
Æ
�
�0(r)� �

� �X
i

ri
�
: (6.21)

Bg (I; �) is the density of spatial con�gurations at given I and �. Given Bg one can
compute W , S and its derivatives for any � and 
, e.g.

 =
1

�

@S

@


= �N � 5=2

�

R
dI d� Bg (I; �) I�3=2�N�7=2r

W (�;
)
: (6.22)
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The expectation value hOi of an observable O(r) can be estimated if Bg and hOiI;�
are known

hOi �
R
vc
drO(r)I�1=2�N�5=2r Æ(2)

�P
i ri
�

R
vc
dr I�1=2�N�5=2r Æ(2)

�P
i ri
�

=

R
dI d� hOiI;�Bg (I; �) I�1=2�N�5=2r

W (�;
)
; (6.23)

where

hOiI;� =
R
v drO(r)Æ (I 0 � I) Æ (�0 � �) Æ(2)

�P
i ri
�

Bg (I; �)
: (6.24)

Now, the task is to compute Bg(I; �) and hOiI;�. A priori Bg(I; �) is highly peaked
around the values of I and � that describe the gas (disordered) phase and should drop
rapidly down to the edges. Nevertheless a good estimate of Bg(I; �) is needed for almost
all values taken by (I; �) even when Bg(I; �) is very small comparing to its maximum.

For example at small total energy � only the part of Bg(I; �) for which �r = �� 
2

I �� > 0
contributes to the integral (6.20) on the preceding page.

In order to get a good estimate of Bg an iterative scheme inspired by multicanonical
algorithms has been used [Lee93, BH93, FS89, Smi96]. For further details see app. B.3.

In the present thesis results for � = 0:05 and N = 20 are presented c. No qualitative
changes are expected with larger number of particles (preliminary studies for N up to 100
support all the following results).

6.4 Results

6.4.1 Entropy and its derivatives

Figure 6.1 on the following page shows the entropy surface S as a function of � and 
.
The ground state energy �g(
) (thick line in Fig. 6.1) increases with 
;. �g classically
corresponds to �r = 0 implying S = �1. For all 
, �g(
) is a concave function of 
,

i.e.
@2�g
@
2 � 0; at high 
 (
 & 12) it is almost linear

@2�g
@
2 ! 0�. In sec. 6.4.4 dramatic

consequences for the canonical ensemble introduced by Klinko and Miller [KM00] resulting
from this quasi{linear behavior are discussed.

At �xed 
, S(�) is not concave for all � but shows for some energy interval a convex
intruder which signals a �rst order phase transition with negative speci�c heat capacity�
@�
@� > 0

�
. This can be better viewed by plotting �(�;
) = @S

@� (Fig. 6.2 on page 95). Here

the counter part of the entropy{intruder is a region of multiple valued �(�). This is the
case for � between 15 and 20.

The latent heat at �xed 
, q�(
) decreases for 0 � 
 . 12 and is a constant for 
 > 12.
There is no critical value of 
, 
c above which S(�) is concave for all �, i.e. there is a �rst
order phase transition in the energy direction for all values of 
. In another model for
self{gravitating systems such a 
c was reported [Lal99], but not in the one presented
in [KM00].

On Fig. 6.3 on page 96 the microcanonical angular velocity ! as a function of 
 and �
is plotted. As a direct consequence of eq. (6.8) on page 90, ! tends to zero with 
, and at

cSee in app. B.3 a discussion about the technical reasons that limit the value of N .
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Figure 6.1: Entropy surface S
�
�;
 = l2

�
, the mesh lines are at constant � or constant 
.

The thick line is the projection of the T = 0 (S ! �1) isotherm. A convex intruder at
constant 
 and for a certain energy range (e.g. �2 < � < 0 for 
 = 20) can be seen for
all 
. S is not de�ned in the forbidden region; there the remaining energy �r is negative
for any spatial con�guration.

high energies ! is proportional to
p

 = l (/ L). For low energies and 
 < 12, ! exhibits

some structures with peaks and troughs. In another words at �xed �, ! is not necessarily
an increasing function of 
. At high 
 (
 > 12) and near the ground states ! is almost
a constant. All these structures can be understood in terms of mass distributions which
inuence ! through I (see sec. 6.4.2).

6.4.2 Mass distribution

In order to understand the origin of the structures seen in the di�erent microcanonical
quantities (S, �, !, : : :) one has to have a closer look at the spatial con�gurations, i.e. at
the mass distributions. One of the observable studied in this work is the mass density �
(see eq. (6.23) and (6.24) on the preceding page). As the system is rotationally invariant,
� can only be a function of r, the distance from the center of coordinates.

On Fig. 6.4 on page 97 � is plotted for di�erent energies and for 
 = 0 and 
 = 4.
For 
 = 0 (Fig. 6.4(a)) the classical case (when E is the only �xed \extensive" parameter)
is recovered. At high energy the system is in a homogeneous gas phase (at �), when
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Figure 6.2: Inverse temperature �(�;
 = l2) surface. The mesh lines are at constant � or
constant 
. The intruder in S at �xed 
 corresponds here to a multiple energy value for
a given � and 
, e.g. �(�;
 = 0) = 20 has three solutions �1 � 0, �2 � �1 and �3 � �6.
The thick line is the projection of the � = 1 isotherm; � is not de�ned in the forbidden
region.

the energy decreases the system undergoes a phase transition and eventually ends up in a
collapse phase where a majority of particles are in a cluster near the center of coordinates
(� peaked at r = 0). For 
 6= 0 (Fig. 6.4(b)) the situation is very di�erent. At high energy
the homogeneous gas phase is still present. But at low energy the system cannot collapse
entirely at the center of mass. This is due to the rotational energy term (�rot =



I ) in the

remaining energy, see eq. (6.19) on page 92. If the system contracts at the center then the
inertial momentum I will tend to zero and therefore �rot will diverge leading to a negative
remaining energy �r. So depending on the value of 
 the main cluster will eject a certain
amount of particles in order to increase I. Near the ground state these \free" particles will
eventually collapse to form a second cluster in order to decrease the potential energy �.
Due to the conservation of the center of mass, the position of the biggest cluster will be
shifted from the center by a certain amount (see Fig. 6.4(b) at � = �5). At low 
 one
particle will be ejected. With increasing 
 the number of ejected particles raises and this
process stops when two equal{size clusters are formed. This explains the discreteness of
the peaks in ! (Fig. 6.3 on the next page); the increase of the ground state energy �g(
),
because the potential energy of a single cluster of size N is smaller than the one of two
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Figure 6.3: Microcanonical angular velocity !
�
�;
 = l2

�
surface. The mesh lines are

at constant � or constant 
. ! is not de�ned in the forbidden region. At high energy
! / p
 = l; Near the ground states ! shows a richer non{monotonic behavior with peaks
and troughs for small 
 and has a nearly constant value for large 
 (see text).

well separated clusters. At high 
 & 12 the system undergoes a phase transition from a
gas phase to a collapse phase with two equal size clusters close to the boundary. From one
value of 
 = 
1 > 12 to another one 
2 > 
1 the whole entropy curve at �xed angular
momentum is simply shifted along the energy axis, i.e. S (�;
1) � S

�
�+ 
2�
1

N ;
2

�
. So

the ground state energy �g(
) at high 
 is almost on a line of equation �g +


N + �g � 0,

where 

N and �g are the rotational energy and the potential energy of 2 clusters of size

N=2 at radius r = 1 respectively. This monotonic behavior has already be mentioned for
all the thermodynamical variables e.g. S, �, !, see Figs. 6.1 to 6.3 on pages 94{96.

One could object that, as � is only a function of r it cannot be used to infer the angular
distribution of the particles, i.e. there is not enough information to say if a peak in � at
r0 6= 0 corresponds to one or many clusters or to a uniform distribution of the particles
lying on a circle of radius r0 (ring). However at least at very low energy a many clusters
(more than two) con�guration is very unlikely and will not contribute to the average values

for reasons linked to the con�gurational weight W (r) = 1p
I
�
N�5=2
r . For simplicity let us

assume that there is only one strong peak in � at r = r0 6= 0. Since the center of mass
is �xed this cannot be the signature of a 1{cluster system. At least 2{clusters lying on
a circle of radius r0 are needed. All the n{clusters systems compatible with the assumed
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Figure 6.4: Density as a function of the distance from the center r for di�erent values of
energy � and angular velocity 
 (arbitrary units). At high energy and for all 
 the density
is at; the system is in the homogeneous gas phase. Near the ground state the density
shows one peak for 
 = 0 (a) and two peaks for 
 > 0 (b), which correspond respectively
to a one cluster and to a two clusters phase surrounded by some gas (see text).

radial density have the same rotational energy 

I = 


Nr20
, but their corresponding potential

energy �n are di�erent. For example, with � = 0:05, r0 = 0:5 and N = 24 the ratio of
potential energy is �2

�3
' 1:7. So at low energy, the remaining energy �r corresponding

to a 2{clusters system will be much larger than the 3{clusters' one, leading to a huge
di�erence d in the weight W (r). So at low energy and for 
 6= 0 the 2{clusters case is
dominant. At higher energies, the term Bg(I; �) in eq. (6.19) on page 92 can compensate
the di�erence in the weight W (r) and allow many clusters con�gurations and eventually
at high energy a complete random con�guration on the ring of radius r0 will dominate the
average mass distribution.

This argument can be checked by studying other observables, for example the normal-
ized distance distribution P (d), i.e. the density of probability that the distance between
two given particles is d. To probe the information given by P (d), it has been estimated for
four simple mass distributions: (a) 2{clusters, (b) 3{clusters, (c) ring, (d) uniform random

dThe energy �r is put to a power of � N , see eq. (6.19).
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Figure 6.5: Average of P (d) the distance distribution for di�erent simulated spatial con-
�gurations. See text.

distribution. For (a), (b) and (c) the particles were put on a circle of radius r0 = 0:5, and
then randomly shifted several times (in order to give a spatial extension to these idealized

initial con�gurations). Finally the N(N�1)
2 distances are recorded for all realizations and

averaged. Figure 6.5 shows the average of P (d) over 1000 realizations. Note that the
density distribution �(r) is by construction exactly the same for the three �rst cases, i.e.
strongly peaked at r0 with a width of about 0:5. The latter value depends on the shift one
applies on the initial idealized spatial con�gurations.

As one can see on Fig. 6.5 that although the density distribution is the same for (a),
(b) and (c), P (d) gives some new insight on the mass distribution:

(a) There are two peaks, one at small d which corresponds to a clusterisation and another
one at r ' 1 = 2 ? r0; this is exactly the distance between the two clusters (more
precisely between their center of mass). The areas under the small and large d peaks

are equal. Indeed the number of short distance pairs is about N2

4 which is also
the number of pairs with d ' 1. The widths of the �rst and second peaks are (as
expected) � 0:5 and � 1 = 2 � 0:5, respectively.

(b) There are again two peaks one at small d and another at d ' 0:8 < 1 and their
respective widths are similar to the case (a). The large d is compatible with the
length of one side of the equilateral triangle on top of which the idealized 3{clusters
mass distribution has been built. This time the area under the large d peak is larger
than the one under the short d peak, since the number of short distance pairs is
about N2

6 whereas the number of pairs with d ' 0:8 is N2

3 .
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Figure 6.6: Distance distribution P (d) for di�erent values of (�;
). At high energy P (d)
corresponds to a random distribution (see Fig. 6.5 on the facing page). For 
 = 0 and
at low energy, P (d) has one peak at d � 0; almost all particles are very close from each
other, and there is a single cluster collapse phase. For 
 6= 0 there are two peaks at low
energy: one at very small d which is a sign of clusterisation and another peak at large d
which signals multiple clusterisations; in fact there are two clusters (see text).

(c) For the ring case a trace of the two peaks still exists but they are not well separated
because a lot of intermediate distances are compatible with this model.

(d) When the particles are uniformly distributed P (d) has a binomial-like shape.

P (d) has also been estimated for the present gravitational system, as shown on Fig 6.6.
At high energy, P (d) corresponds to the randomly distributed case (see Fig. 6.5 on the
facing page). At low energy with 
 = 0, P (d) has only one peak at d = 0, this corresponds
clearly to a single cluster case surrounded by some gas. For 
 6= 0 and at low energy (in
Fig. 6.6 � = �5 and 
 = 4), there are two well separated peaks, one at small d0 = 0 and
the other at d1 ' 1:1. The peaks imply the presence of at least two clusters. However, the
fact that the widths of the peaks are small excludes a large number of clusters and even
more the ring case (see Fig. 6.5). Now one can combine this information with the one
obtained from the study of the radial density �(r) (see Fig. 6.4 on page 97). For � = �5
and 
 = 4, � has two peaks at r1 ' 0:15 and r2 ' 1. All in all, this means that there are,
in the mean, two clusters rotating around the center of mass. The distance between these
clusters is r1 + r2 ' 1:15 ' d1. Their mass ratio is

m2
m1

= r1
r2
' 0:15. Since the total mass

is m1 +m2 = 20, hence m1 ' 17 and m2 ' 3.
The distance distribution can be of great help to identify the mass distributions at low

energies. However at the transition regions since there is a superposition of di�erent types
of mass distributions the knowledge � and P (d) is not suÆcient and therefore of no help
if one wants to study for example the \fractality" of the mass distribution as it has been
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done in other self{gravitating systems [dVS00, SIM+00], and further work is needed to
get a more detailed picture.

At very low energy, near the ground state at least one of the clusters (the smallest)
is very close to the boundary. There the assumption of a small evaporation rate made in
chap. 5 on page 87 does not hold.

6.4.3 Phase diagram
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Figure 6.7: Sign of the largest eigenvalues of HS the Hessian matrix of S as de�ned in
chapter 2. The white regions correspond to �1 < 0. These are pure phase regions. The
gray region corresponds to �1 > 0 and �2 < 0 and the dark gray ones also to �1 > 0 but
�2 > 0. �2 is the second eigenvalue of HS. �1 > 0 de�nes �rst order phase transition
regions (see text). Points in G (the region �lled with dashed lines) correspond to local
maxima (minima) of f(X;X0) = �x0 �X + S(X) (see eq. (1.12) on page 7) if �1(X0) < 0
(�1(X0) > 0). Points outside G correspond to global maxima of f(X;X0). There is a
one{to{one mapping between the microcanonical ensemble and the GBE only outside the
G region (see text). S is not de�ned in the forbidden region, here in light gray. Note that
(a) the points at 
 = 0 and low energies � < �7 are not included in G, (b) the high energy
limit of G is known only approximatively.

In Fig. 6.7, the sign of �1 as a function of � and 
 is plotted. �1 is the largest eigenvalue
of the Hessian matrix of S (see sec. 1.2.2 on page 8)

Hs =


@2S
@�2

@2S
@�@l

@2S
@l@�

@2S
@l2

 : (6.25)
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Figure 6.8: Locus of second order phase transitions (see text).

This plot can be taken as the phase diagram of the self{gravitating system at �xed � and
l. The white regions correspond to pure phases (�1 < 0 ). At high energy there is a
homogeneous gas phase and at low energy there are several pure collapse phases with one
(l =

p

 = 0) or two (l 6= 0) clusters. The di�erent 2{clusters phases are characterized by

the relative size of their clusters (see sec. 6.4.2). These regions are separated by �rst order
phase transition regions where �1 > 0 (gray in Fig. 6.7). There is even one region (dark
gray) where the entropy S is a convex function of � and l; i.e. all the eigenvalues of HS

are positive (�1 > 0 and �2 > 0). This region is rather stable with respect to the number
of particles (at least for N . 100). Its speci�c surface slightly increases with the number
of particles N .

The orientation of v1 the eigenvector associated with �1 (de�ned as the largest eigen-
value of HS) is not yet known in details for all (�; l). However it can already be stated that
at \high"energy v1 is almost parallel to the energy axe (phase transition in the � direction)
and should be parallel to the ground state at very low energy. The overall structure of
the collapse phases matches the one of the angular velocity ! (see Fig. 6.3 on page 96):
roughly, the peaks in ! correspond to pure phases while the valleys between these peaks
belong to the �rst order phase transition region.

As already mentioned, unlike in the model presented by Laliena in [Lal99] there is
no critical angular momentum Lc above which the �rst order phase transition vanishes
giving rise to a second order phase transition at Lc. Nevertheless this does not exclude
second order phase transition (critical point) at all. They are de�ned in the microcanonical
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ensemble by: (i) �1 = 0; (ii) r�1 � v1 = 0 (see sec. 2.3 on page 30). On Fig. 6.8 on the
page before (just like on Fig. 6.7 on page 100) regions where �1 < 0 (> 0) are in white
(gray). The condition (i) is simply achieved at the boarder between the gray and the
white regions. The thick lines on Fig. 6.8 correspond to condition (ii). Second order phase
transitions are located at the crossing points points of the thick lines and the boarders. One
immediately sees that there are several critical points. However there are not all of (astro{
)physical interest since most of them are close to the ground states line or at very high
angular momentum where the small evaporation rate assumption is not valid. Nevertheless
there are two points one at (�;
) � (�0:5; 1) and another one at (�;
) � (0; 4) where
this assumption is valid and therefore they deserve further investigations and especially
regarding their corresponding mass distributions.

6.4.4 Loss of information in CE

In a recent paper Klinko and Miller have studied another model for rotating self{gravitating
systems [KM00]. They introduced the canonical analogous of the X = f�;
 = l2g ensem-
ble namely the x = f�; g ensemble (GBE), see eq. (6.6) and (6.9) on page 90.

If one inspects the entropy surface S(X) (see Fig. 6.1 on page 94) it is clear that
conditions (1') e or (2') f are not satis�ed for all the points in the region �lled with dashed
lines (G) in Fig. 6.7 on page 100. This is due to the concavity of the energy ground state
�g(
). G includes all the two{clusters collapsed phases, the �rst and second order phase
transitions (except for ! =  = l = 0). All the information contained in G is smeared
out through the Laplace transform linking ME and GBE (eq. (1.12) on page 7) and, in
practice, lost.

The fact that GBE misses all the two{clusters collapse phases would already be enough
to disqualify it as being a good approximation (mathematical trick) of the ME. But,
furthermore, if one studies more carefully f(X;X0) = f(X;x0 =

@S
@X jX0) = �x0 �X+S(X),

X0 2 G; one will notice that (a) there is one local maximum at 
 = 0 and (b) there is
no maximum for high 
: in the direction of increasing 
 at low energy, f(X;x0) is a
never ending increasing function, i.e. f(X;x0) has no global maximum for X 2 G (see
Fig. 6.9 on the next page). Therefore the integral in eq. (1.12) on page 7 diverges for all
x0, X0 2 G. In other words the GBE, for the present model, is not de�ned for high � and
 6= 0 (! 6= 0). Although this result can sound very surprise, it is a direct consequence
of the quasi{linear behavior of the ground state of S as a function of 
 � L2, hence a
similar result can be found for the van der Waals gas presented in chapter 1. The domain
of de�nition of the entropy of this model (6= domain of physical validity) is convex, and
there is a region where although the conjugates of the entropy are clearly de�ned in the
microcanonical ensemble g, the partition sum diverges for these values of the intensive
parameters.

One could argue that GBE is not the correct canonical ensemble (CE) for this system.
I.e. one should rather �x the conjugate of � and l, the inverse temperature � and the
angular velocity !, respectively.

In order to simplify the discussion, the microcanonical entropy S is plotted in �g. 6.10
(see also �g. 6.1 on page 94) as a function of the energy and the angular momentum l.

ehXiCE = X0, see sec. 1.2.3 on page 10.
fSmall uctuations of X in GBE, see sec. 1.2.3 on page 10.
gThe conjugates are clearly de�ned from a mathematical point of view, physically it is not the case

since there the pressure is negative.
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Figure 6.9: f(�;
; �0; 0) = ���0 � 
�00 + S(�;
) �K as a function of � and 
, where
K is an arbitrary constant; �0 = �(�0;
0); 
0 = 
(�0;
0); X0 = (�0;
0) = (�3; 5) )
(
0; 0) � (27:9;�0:196). The mesh lines are at constant � or constant 
. As expected
f has a saddle point at X0 � (�0; 0) since �1(X0) > 0 and �2(X0) < 0 (see text and
Fig. 6.7 on page 100). f has a global maximum at 
 = 0 and � � �7, but one sees that it
is an monotonically increasing function for increasing 
 and �(
) � �g(
) + 2. Therefore
the integral in eq. (1.12) on page 7 diverges and the (�; �) ensemble is not de�ned for
(�0; 0).

One can clearly distingish two parts. One for 0 � l . 4 and the other with l & 4. The
ground states at l < 4 correspond to the two asymetric clusters cases (except at l = 0)
whereas for l > 4 two equal size clusters compose the ground states. At large l, the ground

states line is convex as a function of l, i.e.
@2�g
@l2

> 0. Hence, the origin of the divergences
in GBE is removed in CE. However, one can directly conclude from �g. 6.10 that no point
X0 = (�0; l0) in the region where � . 0 and l . 5 corresponds to a global maximum of the
function f(�; l; �0; !0) = ���0� l�0!0+S(�; l) (for an example see �g. 6.11). This implies
that all the asymetric pure phases are overlooked by CE. It can be shown that this is also
the case for the two critical regions at relatively high energies.

All the examples of this section show how dramatic can be the information loss if one
studies an isolated system in ensembles where the intensive variables are �xed.
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 and �. The mesh line are at constant l

or �. The thick line is the projection of the ground states. S is not de�ned in the forbidden
region.

6.5 Discussion and conclusions

In this chapter the results of the study of the equilibrium properties of a self{gravitating
system is presented. The \extensive" dynamical quantities are the total energy E and the
angular momentum L. This is the �rst study where no assumption is made about the
spatial properties of the mass distribution.

It is shown that the conservation of the angular momentum plays a non-trivial role.
One can �nd that these systems have a surprisingly rich phase diagram with a large �rst
order phase transition region and also non trivial second order phase transitions.

All the phase diagram is not of physical relevance since near the ground states line
the small evaporation rates assumption breaks down. Nevertheless, there are two critical
regions at relatively high energies which could be of astrophysical importance. Further
studies are needed to

� localize more precisely these critical regions,

� check their presence for systems with large number of particles,

� study their corresponding mass distribution.

There is no heat bath for astrophysical system. But if one uses the canonical ensemble
as a mathematical trick one would loose all the information about

� the asymmetric cluster phases,

� the �rst order transition region,
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Figure 6.11: Contour-density plot of f(�; l; �0; !0) = ���0 � l�0!0 + S(�; l) � K as a
function of � and l, where K is an arbitrary constant; �0 = �(�0; l0); !0 = !(�0; l0).
X0 = (�0; l0) = (�4; 2). As expected f has a saddle point at X0 = (�0; l0) since �1(X0) > 0
and �2(X0) < 0 (see text and Fig. 6.7 on page 100). The main contribution to the
partition sum for these values of the intensive variables comes from points located toward
(�; l) � (5; 12). Hence, in CE at (�0; !0), The mass distribution is composed by two equal-
size clusters rotating with large mean energies and angular momentum. This is in sharp
constrast to the physical situations at X0. f is not de�ned in the forbidden region.

� the critical point.

Furthermore, for a particular choice of intensive variables the partition sum diverges for
some (microcanonically de�ned) values of these intensives variables.

Of course, it just an equilibirum statistical model that is presented. It may help to
understand the physics of globular clusters or collapsing molecular clouds, but the results
should be interpreted with caution especially in the case of star formation. A lot of
\ingredients" are missing in order to have a complete picture of the formation of multiple
stars systems and planetary systems, for instance the magnetic �eld [HMCB00,GSLL00],
or the presence of vortices [Cha00].

The study of such self-gravitating system is in its infancy [LL96a, Lal99]. There are
a lot of research directions.

The main weakness of the results presented in this chapter is the very limited number
of particles that could be considered. Though, in many cases, in astrophysical context
all the qualitative equilibrium behaviors could be given with small number of particles
(see e.g. Padmanabhan and its two particles models in [Pad90]). However, if one wants
to study the equilibrium properties of galaxies, one cannot be completely satis�ed with
results obtained from 20 particles models. Work is in progress to increase the number of
particles and also to study the system in 3-dimensional space.
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General conclusions

This thesis has been devoted to the study of phase transitions in\small"systems. A system
where the range of the forces is at least of the order of the system size is considered to be
\small".

These\small"systems cannot be considered as being at the thermodynamical limit, and
are moreover non-extensive. Hence, the usual thermostatistics does not o�er a satisfactory
framework to study their equilibrium properties. As an example, in thermostatistics,
phase transitions are de�ned by means of singularities of the canonical potential. These
singularities cannot occur in �nite-size systems, and extensivity is essential to de�ne a
proper canonical ensemble.

However, as recalled and many times illustrated in this thesis, one can de�ne phases and
phase transitions in the microcanonical ensemble by means of the topological properties
of the entropy surface. The microcanonical ensemble is the proper ensemble to describe
\small" systems. It is de�ned by means of the dynamical properties of the considered
system. Extensivity and in�nite number of particles are not required in order to de�ne
the microcanonical ensemble.

In this thesis new results from applications of the microcanonical thermostatistics to
several \small" systems have been presented.

First, the liquid-gas phase transition of metal clusters has been studied for low and
large microcanonical pressures.

At atmospheric pressure and for a certain range of enthalpy, the caloric curve is char-
acterized by a negative heat capacity. In \small" systems, this signals a �rst order phase
transition. This phase transition is divided into two parts (with increasing enthalpy).
First, the big liquid cluster evaporates light fragments (monomers and dimers) over a
relatively large enthalpy-range. Then, this time in a very narrow enthalpy region, the
temperature drops down rapidly. There the mass distribution is reorganized completely.
Before this fast transition, the mass distribution is composed by one big liquid cluster,
embedded in a gas of light fragments. After this transition, there are no longer any very
big liquid cluster, but on the contrary, there are several medium sized fragments (dimers,
4{mers and 8{mers). This particular mass selection is explained by the local maxima of
their respective binding energy as a function of the cluster size. These irregularities are
due to the electronic shell e�ects. After this fast transition, the caloric curve recovers
a \normal" slope as a function of h, i.e. a positive heat capacity. Then, the fragments
decay to monomers. In the present thesis, this region of the caloric curved has been called
multifragmentation regime. At very high enthalpies, there are only monomers.

The multifragmentation is not accessible to a canonical description because it does not
correspond to absolute minima of the free energy.

At the thermodynamical limit the multifragmentation regime vanishes, and the tran-
sition from a liquid to a gas occurs uniquely via evaporation.
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At high pressures, the avoided volume to the clusters, NCC, plays a very important
role by

(a) selecting the mass distribution with small NCC,

(b) giving the main contribution to the pressure via its derivative with respect to the
volume of the system.

In a new model of metallic clusters, the critical point (second order phase transition) of
the liquid{gas transition has been reached for the �rst time. Although, in this simpli�ed
model the critical parameters do not scale to their bulk values, the results con�rm the
preliminary ones obtained from the previous cluster model. E.g. the critical point of �nite
size cluster is located at higher pressure and density and at lower temperature than the
bulk critical point.

In order to improve the quantitative estimates of the critical parameters, one should
include some properties of the clusters that have been removed from the model in order
to make possible these �rsts numerical computations (e.g. highly excited clusters).

The other \small"system studied within the microcanonical thermostatistics is a model
self{gravitating N -bodies. Due to the non saturation of the Newtonian gravitational po-
tential, self{gravitating systems are \small". This model is studied as a function of the
total energy E and of the total angular momentum L.

On average, all the particles of the system rotates around the center of mass of the
system with the same angular velocity. The dispersion of the linear momenta is a function
of the distance to the center of mass d. This dispersion increases from the center to the
boundary.

By using the de�nitions of phases and phase transitions of \small" systems, one could
construct the phase diagram of the considered self{gravitation system. At high energies,
the system is in a pure gas phase (uniform mass distribution). For L = 0 and at low
energy, the system is in a pure collapsed phase with a large concentration of particles
at the center of mass (one cluster). For L 6= 0 and near the ground states, there are
several pure phases. Their respective mass distributions are composed of two clusters.
At small L the respective masses of the clusters are very di�erent. At large L and near
the ground state, the pure phase is made of two equal-size clusters located very close to
the system boundary. All the pure phases are separated by a �rst order phase transition
region. There are even several second order phase transitions. Although, they are not
all of physical relevance, two of them, located at relatively high energies, might be of
astrophysical importance. They deserve further studies.

All the pure phases with non-symmetric cluster masses, the �rst order and all second
order phase transitions are overlooked if one �xes the intensive variables. It is even shown,
that for a particular choice of the intensive parameters the partition sum diverges for some
microcanonical values of these parameters.

Hence, throughout this thesis many examples of the deep insight provided by the mi-
crocanonical thermostatistics of \small" systems on the equilibrium properties of those
systems have been given. They show that, contrary to the Schr�odinger's pessimistic pre-
diction [Sch46], the microcanonical entropy de�ned via Boltzmann's principle is not just
only useful to study gases.
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Appendix A

Avoided volume

The volume part !NCC of the total microcanonical weight (see eq. (3.12a) on page 48) de-
scribes the accessible volume to Nf non{overlapping fragments positioned within a spher-
ical container of volume V . For low pressures (� large volumes) analytical forms (exact
and approximation) of !NCC can be worked out (see sec. A.1). At very high densities,
near the critical packing fraction (see below) a free{volume theory can be formulated (see
e.g. [AW62] and refs. quoted therein). Unfortunately for intermediate pressures these
approximations are not valid and there is no available ansatz suitable for mmmc even for
simple models of hard spheres, see e.g. [Lud01]. This issue is yet an unsolved, mathemat-
ical problem, that generates a lot of literatures in mathematics [Wil98, CS89, Arh98]
but also for concrete applications in crystallography [Wil91, BS97], in chemical physics
(via the equation of state, see sec. A.1.2), nuclear physics [BBI+95, RRS88, Rad01],
molecular biology (see e.g. [KSS01]), etc.

A.1 Analytical expressions | EOS ansatz

A.1.1 Exact expressions

For clarity, let us �rst recall the de�nition of NCC

NCC
:
=

R
V : : :

R
V dr1 : : : drNfR

V : : :
R
V dr1 : : : drNf

�
�
r1; : : : ; rNf

�
�
�
r1; : : : ; rNf

� (A.1a)

=
V NfR

V : : :
R
V dr1 : : : drNf

�
�
r1; : : : ; rNf

�
�
�
r1; : : : ; rNf

� ; (A.1b)

where � forbids the overlapping of a cluster with the system boundary

�
�
r1; : : : ; rNf

� :
=

(
0 if at least one cluster overlaps with the boundary;

1 else;
(A.2)

� forbids the overlapping between two clusters

�
�
r1; : : : ; rNf

� :
=

(
0 if at least two clusters overlap;

1 else;
(A.3)

NCC is the inverse probability to �nd a set of positions so that the clusters �t into the
system volume.

109



Appendix A. Avoided volume

For a single particle of radius r1 in a container of volume V = 4�
3 R

3, the inverse
probability to �nd a position that �ts in V is

NCC =
V

4�
3 (R� r1)

3 =
�
1� r1

R

��3
; (A.4)

where 4�
3 (R� ri)

3 is the accessible volume to (the center of mass of) the particle, it is

called the \eigen{accessible volume". Let us de�ne the packing fraction �
:
= V0

V , where V0
is the sum of the fragment volumes (here V0 is simply 4�

3 r
3
1). NCC diverges at R = r1,

i.e. the critical packing fraction �c is equal to 1.
The one{particle NCC given by eq. (A.4) is called in the following \eigen{NCC".
When there are two spheres of radius r1 and r2 the divergence of � is located at

R = r1 + r2

1=2 � �c =
r21 + r22

(r1 + r2)2
� 1:

NCC can also be computed analytically for the two spheres case. First consider that the
cluster number 1 is �xed far from the boundary. The accessible volume to the second clus-
ter is its eigen accessible volume 4�

3 (R� r2)
3 minus the avoided volume due to cluster 1,

4�
3 (r1 + r2)

3. An integration over all the positions allowed for 1 yields to a �rst estimate
of Vacc, the total accessible volume

Vacc =
h4�
3
(R� r1)

3
ih4�

3
(R� r2)

3 � 4�

3
(r1 + r2)

3
i
: (A.5)

However when 1 is close to the boundary the forbidden volume for 2 produced by the
wall and by 1 overlap partially (dotted region in �g. A.1 on the facing page). This common
part is therefore counted twice in eq. (A.5). The volume of this common part is equal to
the spherical segment one of a sphere of radius r1+ r2 and height r1r2 sin (outer spheres
in �g. A.1) minus the spherical segment volume of a sphere of radius R � r2 and height
R� r2 � r � r1r2 sin. At �xed r the volume which is counted twice is

Vfor(r) =
�

3
(r1 + r2)

3 (1� cos )2 (2 + cos )

� �

3
(R� r2 � r � (r1 + r2) cos )

2 (2 (R� r2) + r + (r1 + r2) cos ) ; (A.6)

where

cos  = �1

2

r2 + (r1 + r2)
2 � (R� r2)

2

r (r1 + r2)
: (A.7)

An integration of 4�r2Vfor(r) dr between the radiuses r = R � r1 � 2r2 and r = R � r1
yields

Vfor =
16�2

9
r32
�
3r21r2 � 3R r22 + 3R2r2 + 3r1 r

2
2 + 6R2r1 � 6r21R� 9r1r2R+ r32

�
: (A.8)

The total accessible volume is the sum of the right hand sides of eqs. (A.5) and (A.8).
Finally, NCC is the inverse of this sum times V 2

NCC =
R6�

R3 + 3r1r2R� r31 � r32
�
(R� r1 � r2)

3 : (A.9)
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Rr

r1 r2γ
α

r1
+

r2

R−r2

Figure A.1: Illustration of the avoided volume for two particles near the boundary. The
forbidden region (dotted region) is counted twice in eq. (A.5) on the preceding page. In
this two dimensional representation the surface counted twice is a crescent. Its area is
equal to the outer disk segment area (radius of r1+ r2, angle 2) minus the inner one area

(radius r + r1 + r2, angle arccos
h
(R�r2)2+r2�(r1+r2)2

2r(R�r2)
i
).

Using eq. (A.9), one can build a \two body" estimate of NCC for a system of Nf hard
spheres

NCC2
:
=

0
@NfY
i<j

NCC(i; j)

1
A

1
Nf�1

: (A.10)

where NCC(i; j) is given by eq. (A.9). The exponent 1
Nf�1 takes into account the fact

that the avoided volume of a given particle has been counted Nf � 1 times in eq. (A.10).
The NCC given by eq. (A.10) is a sort of geometric average. On the plus side, NCC2

has a critical packing fraction which varies which the mass distribution � and is smaller
than one. One the minus side, from an algorithmic point of view, the updating scheme of
NCC2 when two fragment sizes are changed is of the order of O(N).

A.1.2 Approximations

The results presented in the previous subsection are the only exact ones used in mmmc.
For N > 3 approximations are needed.

There exist a large literature on in�nite (N !1, N=V = cst) unbounded diluted (�
small pressures) gas of hard spheres (see e.g. [RFL59, SSM87, PCA]). Some results from
these works are used in the following to estimate NCC for �nite bounded systems.

The part in NCC due to the interactions with the wall vanishes in the in�nite limit, so
in the following only the part in NCC due to the interactions between spheres is worked
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out. In order to add some boundary e�ect, as a �rst approximation, NCC is divided by
R3N

QN
i=1(R�ri)3

. The latter term is the product of the clusters eigen{NCC (see eq. (A.4)).

For an in�nite gas of hard spheres one de�nes Z as [Pat72]

Z
:
=

p

T
; (A.11a)

� @S

@V

���
E
: (A.11b)

Z = p
T is the equation of state of the gas (ZNV is the compressibility factor). The volume

dependent part of the entropy of a hard sphere gas is

S = ln
 = ln

Z
V
� � �
Z
V
�
�
r1; � � � rNf

�
dr1 � � � drNf

(A.12)

where � is equal to zero when two clusters overlap, and to one otherwise, see eq. (A.3) on
page 109. Of course 
 depends on the mass (size) distribution � = fN1; N2; : : : ; NNf

g of
particles. NCC as already de�ned is

NCC (�; V ) =
V Nf


(�; V )
: (A.13)

In the perfect gas approximation the spheres do not interact therefore 
 is simply
V Nf (NCC = 1), and the equations (A.11) and (A.13) lead to the following well{known
equation of state

Nf

V
=

p

T
: (A.14)

For a gas of equal size hard spheres (of radius r) there exists another well-known simple
approximation, the van der Waals approximation [DGLR89, LL94]. Since the minimal
distance between two particles is 2r, the forbidden volume due to these two spheres is

approximatively 4�
3 (2r)

3. The total number of pairs is � N2
f

2 , hence the total avoided
volume per particle is

Vavoid � 1

Nf

N2
f

2

4�

3
(2r)3 = 4V0; (A.15)

where V0 = Nf
4�
3 r

3. Consequently


 � (V � 4V0)
Nf ; (A.16)

and eq. (A.11) yields

Z =
Nf

V � 4V0
: (A.17)

In the last two examples, Z were computed from NCC (or 
). Conversely, one can
use Z to determine NCC. Indeed NCC can be linked to Z in the following way

NCC(�; V ) =
V Nf

exp (S (�; V ))
by (A.12) and (A.13); (A.18)

=
V Nf

exp
�
C (�; V0) +

R V
V0
Z (�; V ) dV

� by (A.11); (A.19)
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where C (�; V0) is the constant of integration. At V = V0 the following relation holds

C (�; V0) = Nf lnV0 � lnNCC (�; V0) : (A.20)

At �xed mass distribution and in the limit V0 ! 1, the forbidden volume is constant
while the accessible one diverges, i.e. limV0!1NCC = 1; therefore

lim
V0!1

C (�; V0)

Nf lnV0
= 1: (A.21)

Since in the following, all the quantities are worked out at �xed mass distribution �
and for sake of simplicity the �{dependence is not explicitely written.

An usual approach to estimate Z is to develop it in powers of the density � =
Nf

V

Z = �+B2�
2 +B3�

3 + : : : (A.22)

where Bi is called the ith virial coeÆcient [DGLR89]. Again there exists a large litera-
ture addressing the computation of these coeÆcients (see e.g. [EAG98] and refs. quoted
therein).

Another approach is based on the virial equation, e.g. for a mixture of hard spheres

Z =
p

T
=
Nf

V
� 2�N2

f

3TV 2

X
ij

xixj

Z 1

0

@uij (r)

@r
gij (r) r

3dr (A.23)

where xi =
Ni
Nf

is the relative density of the species i; uij (r) is the interaction potential

between two particles from species i and j whose center of mass are separated by distance
r; gij (r) is the pair correlation function between species i and j. For a given gij one can
integrate (at least numerically) the equation of state [Thi63, Wer63, RFL59].

For mmmc95, the Mansoori{Carnahan{Starling{Leland [MCSL71] formula for Z is
used

Z =
6

�

�
�0

(1� �3)
+

3�1�2

(1� �3)
2 +

3�32
(1� �3)

3 �
�3�

3
2

(1� �3)
3

�
(A.24)

where �k =
�
6

P
i �id

k
i , di = 2ri and �i =

Ni
V is the density of species i.

In order to compute NCC one has to calculate
R
Z(V )dV , see eq. (A.19) on the facing

page. Because of the V dependence of Z, terms of the following form have to be integrated

W (p; q; �1; �2) =
�1
V p�

1� �2
V

�q = �1V
q�p

(V � �2)
q : (A.25)

First the substitution Y = V � �2 is made and the integration of W becomesZ
W dV =

Z
�1 (Y + �2)

q�p

Y q
dY: (A.26)

The following cases are of interest

� for q � p = 0 (see the �rst three terms of eq. (A.24))Z
W dV =

Z
�1
Y q

dY

=

(
�1 lnY when q = 1;
�1
1�qY

1�q else;
(A.27)
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� for q � p = �1 and q = 3 (see the last term of eq. (A.24) on the preceding page)Z
WdV =

Z
�1

(Y + �2)Y 3
dY

= ��1 ln (Y + �2)

�32
+
�1 lnY

�32
+

�1
�22Y

� �1
2�2Y 2

(A.28)

=
�1 [lnY � ln (Y + �2)]

�32
+

�1
�2Y

�
1

�2
� 1

2Y

�
: (A.29)

Now one can de�ne
k = �kV =

�

6

X
i=1

NA
i (2ri)

k; (A.30)

where i is an index for the species. Combining the results yields

Ŝ (V ) �
Z
ZdV =

6

�

�
0 ln (V � 3)� 312

(V � 3)
� 332
2 (V � 3)

2

+
32 [lnV � ln (V � 3)]

23
+

32
(V � 3)

�
1

2 (V � 3)
� 1

3

��

=
6

�

�
0 ln (V � 3) +

32 [lnV � ln (V � 3)]

23

� 2
(V � 3)

�
31 +

V

(V � 3)

22
3

��
� 6

�
0 ln (V � 3) + Ŝ1 (V ) : (A.31)

From the de�nition of Ŝ1 (V ) one immediately deduces

lim
V!1

Ŝ1 (V ) = 0; (A.32)

which is consistent with limV0!1 Ŝ(V0) = Nf lnV0 = limV0!1 6
�0 ln(V0 � 3).

The denominator of eq. (A.19) on page 112 can be written as

exp

�
C (V0) +

Z V

V0

Z (V1) dV1

�
=

V
Nf

0

NCC (V0)

exp
�
Ŝ (V )

�
exp

�
Ŝ (V0)

�

=
V
Nf

0

NCC (V0)

(V � 3)
6
�
0

(V0 � 3)
6
�
0

exp
�
Ŝ1 (V )

�
exp

�
Ŝ1 (V0)

� (A.33)

Using eqs. (A.32) and (A.21) and the fact that 0 =
�
6Nf , the limit of the denominator of

eq. (A.19) when V0 !1 is

lim
V0!1

exp

�
C (V0) +

Z V

V0

Z (V1) dV1

�
= (V � 3)

N
f exp

�
Ŝ1(V )

�
: (A.34)

Finally NCC is

NCC (V; �) =

�
V

V � 3

�Nf� 6
�

32
2
3 exp

�
6

�

2
V � 3

�
31 +

V

V � 3

22
3

��
: (A.35)
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The �rst and the second derivatives of lnNCC with respect to the volume are also
needed, e.g. to compute the microcanonical pressure (see sec. 3.3)

@ lnNCC

@V
=

6

�Nf

1

V � 3

�
1

V

�
32
3
� 03

�

� 2
V � 3

�
31 + 22

�
1

3
+

2

V � 3

���
: (A.36)

@2 lnNCC

@V 2
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�Nf

1

V � 3

�
� 1

V

�
1

V
+

1

V � 3

��
32
3
� 03

�

+2
2

(V � 3)2

�
31 + 22

�
1

3
+

3

V � 3

���
: (A.37)

The volume Vc at which NCC diverges is Vc = 3, which corresponds to a critical
packing fraction of 1.

From an algorithmic point of view using eqs. (A.35) to (A.37) is very convenient.
They depend only on the k for which the updating scheme after each Monte{Carlo step
is straightforward and fast in contrast to the claim of Raduta [Rad01].

On �g. A.2 on the next page are plotted di�erent estimates of NCC using the EOS
eq. (A.35) on the facing page (NCCEOS) and the Monte{Carlo sampling presented in the
next section NCCMC as a function of the packing fraction � = V0

V . The total masses are
A = 200 and A = 1000. For each A two characteristic mass distributions were taken from
mmmc runs; one from the liquid side (Nf A=200 = 48, Nf A=1000 = 194) and the other
from the gas side (near the multifragmentation region; Nf A=200 = 194, Nf A=1000 = 545).
The agreement between the two estimates is good and they are equivalent in the limit
�! 0 (V !1). This agreement is largely enough for low pressure runs. Moreover what
does matter in a Metropolis sampling is the relative di�erences between the weights of two
consecutive states of the Markovian chain. So, even though the ratio NCCMC=NCCEOS
might be rather big, one can assume that for a proposed move c ! c0 (see app. B.2)
NCCEOS(c)=NCCEOS(c

0) � NCCMC(c)=NCCMC(c
0) (of course this relation does not

hold near the critical packing fraction). For intermediate pressures the pressure term due
to the avoided volume pNCC cannot be neglected. It is a function of the derivative of
lnNCC with respect to V . One can see in �gs. A.2 that the slope of lnNCC is quite
accurately reproduced by NCCEOS.

NCCEOS underestimate NCC since the equation of state is based only on two body
correlations.

A.2 Numerical estimates

For large packing fraction the estimate given by eq. (A.35) on the preceding page is not
enough accurate. Although there exist (semi{)analytical estimates of Z for large � (gen-
erally close to �c) there are usually worked out for very particular mass distributions
(mono{modal, bi{modal, and, if at all, with Gaussian dispersions around the maxima),
see e.g. [EAG98]. This is in sharp contrast with the need of computing the avoided vol-
ume of thousands of di�erent mass distributions in one single mmmc run. Moreover these
distributions are not always as simple as the one studied in the above mentioned literature.
Hence the only way to estimate NCC is to use Monte{Carlo schemes.
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(a) A=200, liquid �. (b) A=200, gas �.

(c) A=1000, liquid �. (d) A=1000, gas �.

Figure A.2: Comparison between NCC given by eq. (A.35) on page 114 (dashed lines) and
its \exact value" (Monte-Carlo estimates; solid lines) as a function of the packing fraction
� for di�erent total masses A and mass distributions � (see text).

A.2.1 Simple Monte{Carlo scheme

A straightforward estimate of the ratio eq. (A.1a) on page 109 consists of placing randomly
each clusters and check for overlapping. A positioning (event) is considered as successful if
all the Nf spheres have been placed successfully. De�ning Ns as the number of successful
events and Nt as total number of trial events, then an estimate of NCC is given by

NCC�1 =
Ns

Nt
: (A.38)

But since, on one hand, NCC can be very large (see e.g. �gs. A.2 where NCC � 1010),
and, on the other hand, a rather good estimate is needed in order to compute accurately the
derivative of NCC with respect to V a, and since the relative statistical error in evaluating

a @NCC
@V

and @2NCC
@V 2 are needed to estimate the pressure and the inverse microcanonical temperature
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NCC�1 is of the order of 1=
p
Nt, the simplest Monte{Carlo scheme is impractical [Rad01]

(see �gs. A.2 on the facing page).

A.2.2 Advanced Monte{Carlo scheme

For the simplest Monte{Carlo scheme a failed positioning of cluster k implies a complete
resampling of all the k�1th �rst \successful"positions. Indeed if one keeps the k�1th �rst
positions and resamples only the kth one many times one would introduce biases because of
the correlations between the di�erent events and therefore an estimate of NCC according
to eq. (A.38) on the preceding page would be inaccurate.

Rodgers and Baddley in [RB91] introduced a technic to correct NCC from these
correlations. An algorithm based on this technic by avoiding a lot of resampling is faster
than the simplest one by almost two orders of magnitude. For example on �gs. A.3 are
plotted the cpu{time (in seconds) needed to compute NCC for di�erent packing fractions
and mass distributions (these are the same �s as in �gs. A.2(a) and A.2(b) on the facing
page for A = 200)
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Figure A.3: Comparison of the cpu{time needed to compute NCC, for di�erent mass
distributions (A = 200, see text) as a function of the packing fraction �. The dashed lines
correspond to the simple Monte{Carlo algorithm (at �xed number of attempts), and the
plain lines to the one using the technic presented in [RB91] (at �xed precision).

The results are presented at constant number of trial for the simplest algorithm and
at constant precision for the advanced algorithm. The time for the former decreases with
decreasing volume because the sampling of the positions for one given trial stops earlier b as
the volume decreases. At constant precision the cpu{time would have been an increasing
function of �.

at constant pressure �p, see secs. 3.3 and 3.4, and app. D.
bFor one given trial, the center of mass are sampled sequentially. The smaller the volume the higher is

the probability for this chain to be stopped early.
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Figure A.4: Number of possible mass distributions as a function of the total mass A.

A.2.3 Further improvements

Using the results from [RB91] leads already to a drastic gain in cpu{time. However a
typical run at high pressure still takes too much cpu{time. During a typical mmmc run
(one point in the (E; V ){plane) � 2:106 events are generated. For each events NCC(�; V ),
NCC(�; V � �V ) and NCC(�; V + �V ) are estimated. By considering that much less
precision is needed than the one asked to the data plotted in �gs. A.3 on the page before
(assuming that the statistical errors would be smoothed out due to the averaging) one
ends up with run times of the order of 2:106 � 3� 0:05 seconds � 3 days!

In the following some improvements to the advanced algorithm used in mmmc95 are
briey reviewed.

� Several millions of events (mass distributions) are generated during one mmmc run.
Nevertheless there are not all di�erent, on the contrary the value of � (the mass
distribution) usually uctuates around some mean mass distribution. Therefore
after equilibration mmmc has to compute NCCs which have already be computed
and that many times. The solution is straightforward: the NCCs are stored and
reused whenever needed. The concrete implementation of this simple idea is less
straightforward. Indeed a mass distribution is a set of integers each standing for a
cluster mass. Moreover the typical number of mass distributions to be stored is huge,
see e.g. �g. A.4 where the number of partitions for A = 60 is already � 106. Hence
a straightforward storage would need a huge amount of ram space for A = 200.
For simplicity the integers are sorted by decreasing order. There exists no simple
direct and eÆcient way to sort these sets. However the storage of sets of sorted
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integers is a well{known problem in computing science. It can be solved by using
the b{tree technic [BM72, BY89]. Briey, consider the sets of mass distributions
(here A = 16) in table A.1. These mass distributions can be represented in a tree-

(a) 8 3 3 2

(b) 8 3 2 2 1

(c) 8 3 3 1 1

(d) 8 4 4

Table A.1: Set of mass distributions #1.

form as in �g. A.5. All the sets in tab. A.1 shares the same biggest mass, i.e. the

3

8

4

4 3 2

1 2 2

11

1

2

3

4

5

Figure A.5: Representation of the mass distributions of tab. A.1 on a tree. The numbers
on the left side represent the height of the knots, i.e. the rank of the integer in the mass
distribution.

same root in �g. A.5. The depth of a knot represents the rank of the attached integer
in the mass distribution. The NCCs are stored at the level of the leaves (tips of the
branches). There are as many leaves as mass distributions.
The advantage of the b{tree storage is clear. The knots might be shared by many
mass distributions saving a lot of RAM. The implementation of this kind of storage
by preventing from re-evaluating again and again NCCs of the most probable mass
distributions saves a large amount of cpu{time (again of an order of magnitude).
One can go a little bit further and instead of performing independent runs in the
(E; V ){plane, one can use the NCCs at say (E1; V1) to perform a run at E1+�E; V1,
since NCC does not depend on the system energy.

� Consider the two mass distributions in table A.2 on the following page; they have
the same number of fragments and only their second and sixth clusters are di�erent.
Far from the critical packing fraction, it is reasonable to assume that NCC(a) �
NCC(b) c. In other word NCC is a \smooth" function of the mass distribution �.

cThis assumption has been veri�ed many times in simulations.
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(a) 100 4 3 3 3 2 1

(b) 100 3 3 3 3 3 1

Table A.2: Set of mass distributions #2.

33.544.55 Μ̀1

1.25

1.5

1.75

2

2.25

Μ̀2
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0.8

Μ̀3

33.544 5

Figure A.6: Mass distributions on the (�̂1; �̂2; �̂4) space at �xed �̂0, and the projections
of the points on the planes (�̂1; �̂2), (�̂1; �̂4) and (�̂2; �̂4). The total mass is A = 200 and
the number of fragment is Nf = �̂0 = 12. This �gure does not contain all the possible
mass distributions satisfying �̂0.

One can use this result to interpolate some NCCs between already known values.
The set of integers � does not provide a good basis for this interpolation, so one has
to use some continuous parameterization that reduces the number of coordinates.
The parameterization chosen in the present work is based on the set

�̂ = f�̂0; �̂1; �̂2; �̂4g; (A.39)

where �̂k
:
= 1

Ak=3

PNf

i=1N
k=3
i . �̂0 is simply the number of fragments Nf ; �̂3 is not

used because it is a constant of �, indeed

�̂3
:
=

1

A

NfX
i=1

Ni = 1: (A.40)

In �g. A.6 each point corresponds to one given � in the new coordinates �̂. The total
mass and the number of fragments (clusters) are resp. A = 200 and Nf = 12 = �̂0.
Large values of �̂1, �̂2 and �̂4 correspond to a monodisperse mass distribution (twelve

120



A.2. Numerical estimates

clusters of mass � 200
12 ), and small values to � with one big clusters and eleven

monomers.

As one can see in �g. A.6 that the positions of the points are strongly correlated.
The coordinates (A.39) on the preceding page are largely suÆcient for interpolation
(NCC itself is a smooth function of �̂). The storage of the �̂ is technically cum-
bersome (because the coordinates are not discrete and the density of points is not
constant), but again it can be solved using some b{tree algorithms.
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Appendix B

Technical \details"

B.1 Introduction

The main method used for numerical applications in this thesis is based on the Metropolis
sampling [MRR+53]: one builds a Markovian chain, i.e. from a state c a new state c0 is
sampled. This new state is accepted with a probability transition P (c! c0) given by

P
�
c! c0

�
= min

�
1;
!(c0)
!(c)

�
; (B.1)

where !(c) is the statistical weight of c. This probability transition satis�es the detailed
balance equation which is the cornerstone of the Metropolis sampling

p
�
c! c0

�
!(c) = p

�
c0 ! c

�
!(c0): (B.2)

The mean value of an observable F is given by

hF i = 1

N

NX
j=1

F (cj): (B.3)

Eq. (B.1) is the simplest form for P (c! c0); for practical reasons (either lack or a priori
information) eq. (B.1) or eq. (B.3) can or have to be modi�ed (see below).

B.2 Monte{Carlo sampling

A priori probability

There is an implicit assumption made from eq. (B.2) to eq. (B.1); namely the a priori
probability A (c! c0) to sample c0 \from" c satis�es [Kra98]

A �c! c0
�
= A �c0 ! c

�
: (B.4)

Eq. (B.4) is not necessarily always satis�ed. Hence it is sometimes technically diÆcult
to ensure that the move c ! c0 is chosen with the same a priori probability than c0 ! c.
One can also force the Markovian chain to go in a given direction in the parametric space
by using some a priori knowledge.
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Now the detailed balance equation has to be reevaluated and explicitely written with
the a priori probability. The probability p (c! c0) is split up into two separate parts

p
�
c! c0

�
= A �c! c0

�
P
�
c! c0

�
; (B.5)

where P (c! c0) is the acceptance probability of the move proposed with A (c! c0). The
full detailed balance is

A �c! c0
�
P
�
c! c0

�
!(c) = A �c0 ! c

�
P
�
c0 ! c

�
!(c0): (B.6)

Now, one form for the acceptance probability is

P
�
c! c0

�
= min

�
1;
!(c0)
!(c)

A (c0 ! c)

A (c! c0)

�
: (B.7)

mmmc95

In mmmc95 there is only one move, namely

(M;E�
M ) + (N;E�

N )| {z }
c

! (P;E�
P ) +

�
Q;E�

Q

�| {z }
c0

(B.8)

where M , N , P and Q are clusters, their mass are respectively indicated by their name,
M + N = P + Q. E�

M , E�
N , E

�
P and E�

Q are their respective internal excitation energy.
M 2 �(c), N 2 �(c0), N 2 f0g [ �(c) and Q 2 f0g [ �(c0), where \0" is a \virtual"
vacuum fragment. It has no mass and no excitation energy and does not contribute to the
microcanonical weight factor eq. (3.8) on page 47.

This move spans all the ones used in mmmc77 [Gro97], e.g. \split fragment" is now

(M;E�
M ) + 0! (P;E�

P ) +
�
Q;E�

Q

�
;

but also moves that were not proposed (implying a breaking of the detailed balance con-
dition, see sec. 3.4.1), e.g.

(1; 0) + (1; 0)! (2; 0) : (B.9)

A move is performed in two steps. First a new mass distribution is generated then the
excitation energies (E�

P ; E
�
Q) are sampled.

B.2.1 Partitioning factor

As in this subsection mass distributions are only considered, the internal excitations en-
ergies of eq. (B.8) can be omitted

M +N| {z }
c

! P +Q| {z }
c0

: (B.10)

The only weight that might be changed by (B.10) is the partitioning weight !sym =
1QA

i=1 �c(i)!
, where �c(i) is the number of cluster of size i in the event c. In order to use

eq. (B.1) on the page before in the numerical code eq. (B.4) must be satis�ed which is
an impossibly diÆcult task. So one must use eq. (B.7) where the a priori probability is
explicitely taken into account

P
�
c! c0

�
= min

�
1;
!sym(c

0)
!(symc)

A (c0 ! c)

A (c! c0)

�
: (B.11)
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In its turn A (c! c0) is split up into two parts, i.e. A (c! c0) = p(M;N)p(! P;QjM;N),
where p(M;N) is the probability to choose M and N and p(! P;QjM;N) is the proba-
bility to sample P and Q once M and N are chosen.

In order to increase the pass acceptance and to decrease the correlation time, M is
chosen among the clusters in �(c) with a probability proportional to its mass. N is chosen
among the clusters in f0g [ �(c) nM in an equiprobable way, i.e.

p(M; 0) =
M�c(M)

A

1

Nf
=
M�c(M)

ANf
(B.12a)

p(M;N 6=M) =
M�c(M)

A

�c(N)

Nf
=
M�c(M)�c(N)

ANf
(B.12b)

p(M;M) =
M�c(M)

A

�c(M)� 1

Nf
=
M�c(M) (�c(M)� 1)

ANf
(B.12c)

Eq. (B.12a) correspond to the case when a \real" and the vacuum fragments are chosen.
Eq. (B.12b) is the general case when two fragments of di�erent masses are chosen whereas
in Eq. (B.12c) both fragments have the same mass.

M +N , M � N are repartitioned in the following way. An integer number i is chosen
in the range

��N;oor M+N
2 �N

�
, where oorx is the biggest integer less or equal to x,

with a probability proportional to 1
ji�N j+1 . The new mass distribution is given by

Q = N + i; (B.13a)

P = M +N �Q; (B.13b)

for an illustration see �g. B.1 on the following page. This repartitioning favors small
changes in the mass distribution. Moreover it is easy to verify that it ensures p(!
P;QjM;N) = p(! M;N jQ;P ). Thus, in eq. (B.11) only the ratio p(P;Q)

p(M;N) has to be
estimated.

Now everything can be collected in order to compute the probability transition. As an
example, let us consider the move

M +N ! P +Q;

with M 6= N , M 6= P , N 6= Q, Q 6= 0 and N 6= 0, i.e. no vacuum fragment is involved
and all the fragments have di�erent masses. The second argument in the min function in
eq. (B.7) on the preceding page becomes

!sym(c
0)

!(sym(c)

A (c0 ! c)

A (c! c0)
=

�c(M)!�c(N)!�c(P )!�c(Q)!

�c0(M)!�c0(N)!�c0(P )!�c0(Q)!

P�c0(P )�c0(Q)

M�c(M)�c(N)
(B.14)

=
P

M

(�c(M)� 1)! (�c(N)� 1)!�c(P )!�c(Q)!

�c0(M)!�c0(N)! (�c0(P )� 1)! (�c0(Q)� 1)!
(B.15)

but the proposed move implies that �c0(M) = �c(M) � 1, �c0(N) = �c(N) � 1, �c(P ) =
�c0(P )� 1 and �c(Q) = �c0(Q)� 1, and eq. (B.15) becomes

!sym(c
0)

!sym(c)

A (c0 ! c)

A (c! c0)
=

P

M
: (B.16)

With this sampling, the symmetrization weight factor is exactly taken into account.
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0 1 3 4 5 6 7 8 9 10

P
(i)

−2 −1 0 1 2 3i:

mass: 2=N

Figure B.1: Illustration of the repartitioning procedure. The initial cluster sizes areM = 8
and N = 2. The mass of the new smallest fragment Q is given by Q = N + i = 2 + i
where i is a number in the range

��N;oor M+N
2 �N

�
= [�2; 3], chosen with a probability

proportional to 1
ji�N j+1 .

Example

The simple case of a small system with A = 6 is considered. All the possible partitions
are listed in table B.2.1.0 on the facing page along with their respective !sym which can
be easily computed.

Using the values in tab. B.2.1.0 one can compute the mean values of several observables

� < Nfr >mean number of fragments;

� < M1 >, < M2 >and < M3 >, mean size of the �rst, second and third biggest
fragment;

� < N >, probability that a fragment of size N is present in an event (excluding
monomers),

and compare them with the results given by mmmc95. The resultsa are listed in table B.2.

The numerical result are in very good agreement with the analytical results. For
mmmc77 the results are really bad for such a small system total mass since the algorithm
used to estimate the partitioning weight in mmmc77 is valid for large system total mass
A [zZG93].

B.2.2 Excitation energy sampling

The algorithm for the excitation energy sampling has been developed having in mind the
following constraints

aThe results are the averages over 106 events.
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Con�gurations !sym

6 1

5 + 1 1

4 + 2 1

4 + 1 + 1 1=2! = 1=2

3 + 3 1=2! = 1=2

3 + 2 + 1 1

3 + 1 + 1 + 1 1=3! = 1=6

2 + 2 + 2 1=3! = 1=6

2 + 2 + 1 + 1 1= (2!2!) = 1=4

2 + 1 + 1 + 1 + 1 1=4! = 1=24

1 + 1 + 1 + 1 + 1 + 1 1=6! = 1=720

Table B.1: List of all the possible mass distributions for A = 6 along with their respective
symmetrization weight !sym.

quantities evaluated analytical results mmmc95

< Nfr > 9276=4051 ' 2:290 2:291

< M1 > 16501=4051 ' 4:073 4:071

< M2 > 5791=4051 ' 1:430 1:431

< M3 > 1651=720 ' 0:4076 0:4080

< 6 > 24=209 ' 0:1148 0:1147

< 5 > 24=209 ' 0:1148 0:1144

< 4 > 36=209 ' 0:1722 0:1724

< 3 > 52=209 ' 0:2488 0:2488

< 2 > 73=209 ' 0:3493 0:3498

Table B.2: Comparison of analytical and numerical results for di�erent observables.

1. it must ful�ll the detailed balance equation and therefore be reversible,

2. the new sampled excitation energies must as much as possible lead to a positive
remaining energy eq. (3.5) on page 45. This is particularly constraining at small
total energy, where, without this constraint nearly 60% of the proposed moves are
rejected only because of negative remaining energy.

3. it should favor small steps, e.g, consider M ! P + Q with P >> Q, then the
algorithm should support E�

P � E�
M .

To simplify let us consider the following move

(M;E�
M ) + (N;E�

N )| {z }
c

! (P;E�
P ) +

�
Q;E�

Q

�| {z }
c0

; (B.17)

with P � Q � 3, M � N � 3. The remaining (kinetic) energies in c and c0 are

Ek(c) = �E(c)�E�
M �E�

N �Eb M �Eb N ; (B.18a)

Ek(c
0) = �E(c0)�E�

P �E�
Q �Eb P �EbQ; (B.18b)

where Eb stands for the binding energies.
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During the process (B.17) �E is conserved, i.e. �E(c) = �E(c0). The �rst step is to check
whether there is enough energy to create c0, i.e if Ek(c

0) = �E(c) �EbP �EbQ > 0.
Now let us rewrite E�

i = �i ~E
�
max; i, i = M , N , P and Q, where �i 2]0; 1] and ~E�

max; i

is minimum between

a. E�
maxx; i = (i � 2)��max the maximal allowed excitation energy for clusters i (see

sect. 3.2 on page 40),

b. the available excitation energy for the move Eq. (B.17) (constraint #2).

The energies are sampled sequentially. First P (conversely M) therefore

~E�
max; P = min

�
(P � 2)��max; �E(c) �Eb P �Eb Q

�
(B.19a)

~E�
max; M = min

�
(M � 2)��max; �E(c)�Eb M �Eb N

�
(B.19b)

than Q (conversely N)

~E�
max; Q = min

�
(Q� 2)��max; �E(c)�Eb P �Eb Q �E�

P

�
(B.20a)

~E�
max; N = min

�
(N � 2)��max: �E(c)�Eb M �Eb N �E�

M

�
(B.20b)

Considering the move c! c0, �M and �N are known. Their values are both shifted

�1 = mod (�M +��1)

�2 = mod (�M +��2) ;

where ��1 and ��2 are two random numbers sampled in the range [�0:05; 0:05]. The
new �P and �Q are simply either (�P ; �q) = (�1; �2) or (�P ; �q) = (�2; �1), each case has
a probability of 1=2.

Now a computation of the a priori probability ratio yields

A(c! c0)
A(c0 ! c)

=
~E�
max; P

~E�
max; Q

~E�
max; M

~E�
max; N

: (B.21)

B.3 Multicanonical algorithm

In this section the blocking mechanism used to estimate the Bg function for the self
gravitating system studied in part III (eq. (6.21) on page 92) is presented. The estimate of
Bg is obtained by an algorithm based is based on multicanonical technics [Bin97, Ber96,
Lee93, FS89].

The usual multicanonical task is to compute the free energy as a function of the total
energy [Par01]. For the gravitational system presented in part III one has to compute
Bg as a function of the inertial momentum I and of the potential energy �. The updating
scheme presented in [Smi96] is used. One of the reason for this choice is that although it has
been given for a one dimensional task it can be trivially extended to bi{variate problems.
The other reason is that it is one of the few algorithms to give and use information
about the statistical errors on the estimate of the weight Bg (for another recent algorithm
see [Bor01]).

In a multicanonical scheme Bg �W is built iteratively. To improve the performances
of the algorithm blocking mechanism has been added. After an iteration. if it is estimated
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Figure B.2: Schematic illustration of the blocking mechanism. The visited state histogram
C(X) is plotted for the iteration steps i and i+ 1, the plotted weight W (X) � Bg(X) is
the one obtained after the iterations i and i+ 1, respectively. The region where W > Wt

are tagged to be locked during the next iterations. Wt is a suitable threshold weight.
The consequences of the locking prossecus can be seen in Ci+1(X) where Ci+1(X) = 0
for X > Xi+1 lock. The weight Wi+1(X > Xi+1 lock) is corrected simply by Wi+1(X >

Xi+1 lock) =Wi(X > Xi+1 lock) +Wcorr where Wcorr =
1

�X

R Xi+1 lock

Xi+1 lock��X Wi(X)dX, where

�X is a suitable positive constant.

that enough information has been collected on a given region of the parametric space (I; �)
then this region is tagged as\locked"so that it will not be visited during next iterations (see
�g. B.2). This mechanism enables the program to spread more quickly over the parametric
space and save computation time compared to usual multicanonical algorithms.

Figure B.3 on the following page shows a slice of Bg(I; �) for I = 3 at di�erent
iteration steps i for the gravitational system and N = 20 (Fig. B.3(a)). The histogram
C(I = 3; �) of the visited region is also plotted in order to illustrate the blocking mechanism
(Fig. B.3(b)). As expected Bg is strongly peaked around the disordered region � � �1
(this value correspond to the mean of � over randomly generated spatial con�gurations).
After 10 iterations the ratio between the maximum and the minimum of Bg is � exp 120.
This ratio increases exponentially with N , e.g. at N = 10 its value is � exp 80.

In �g. B.3 the �nal estimate of Bg is shown. The cpu{time to compute the whole
Bg but also the observables used in chap. 6 (radial distribution, distance distribution) is
around 40 hours on an alpha-workstation.
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Figure B.3: Estimate of the density of state Bg, panel (a), and histogram of the visited
states C, panel (b), for I = 3 at di�erent iteration steps i of the multicanonical algorithm
as a function of the potential energy �. Panel (a) shows how Bg is built step by step. Bg is
an extremely peaked function, the log of the ratio between its maximum and its minimum
is about 120. Without the blocking mechanism (see text) Ci would have been non null for
all value of � visited during previous steps j < i. In panel (b) one sees that the algorithm
does no longer visit \well{known" regions (� & �1:5) already after four steps.
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Appendix C

Momentum distribution

In this appendix < pk >qk
the average momentum of particle k at �xed position is

computed.

For simplicity k is set to 1. The �-component of < p1 >q1 is

< p�1 >q1 =

R �Q
i dpi

QN
i=2 dqi

�
p�1 Æ (E �H) Æ2 (

P
i pi) Æ (

P
i qi � pi � L) Æ2 (

P
i qi)R �Q

i dpi
QN

i=2 dqi

�
Æ (E �H) Æ2 (Pi pi) Æ (

P
i qi � pi � L) Æ2 (

P
i qi)

=

R �QN
i=2 dqi

�
P�
1 Æ

2 (
P

i qi)R �QN
i=2 dqi

�
W (r)Æ2 (

P
i qi)

; (C.1)

where P�
1 (E;L; fqg) =

R
(
Q

i dpi) p
�
1 Æ (E �H) Æ2 (

P
i pi) Æ (

P
i qi � pi � L), fqg is a short

hand for fq1; : : : ;qNg and W (q) is the microcanonical weight at �xed spatial con�gura-

tion fqg, its value is W (E;L; fqg) = C 1p
I
E
N�5=2
r , where C =

Q
imi

M
1

(2�)N+9=2
1

�(N�3=2) (see

eq. (1.11) on page 7). H =
P

i
p
2
i

2mi
� �(q) is the Hamiltonian where �(q) is the potential.

The outline of the derivation of P�
1 is the same as in [Lal99] for W .

First P�
1 is Laplace transformed E0 = E + � s

~P�
1 (s; L; fqg) =

Z 1

o
dE0e�sE

0P�
1 (E;L; fqg) ; (C.2)

=

Z Y
i

dpi p
�
1 exp

n
� s

X
i

p2i
2mi

o
Æ2

 X
i

pi

!

Æ

 X
i

qi � pi � L

!
: (C.3)

Using the integral form of the delta Dirac

Æ(x) =

Z 1

�1

dw

2�
exp

n
iw � x

o
; (C.4)
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for the conservation of the linear and angular momenta in eq. (C.3) yields

~P�
1 (s; L; fqg) =

Z Y
i

dpi
dw1

(2�)2
dw2

2�
p�1

exp
n
� s

X
i

p2i
2mi

+ iw1 �
X
i

pi + iw2

X
i

qi � pi � iw2L
o
; (C.5)

where w1 = (w1
1; w

2
1) is a two dimensional vector. Now one can write explicitly the vectors

components in eq. (C.5)

~P�
1 (s; L; fqg) =

Z Y
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(2�)2
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��q

i p

�
i � iw2L

o
; (C.6)

where � is the antisymmetric tensor of rank 2.

The integration I1 over fp�i g i = 1; : : : ; N with � 6= � gives

I1 =

Z Y
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dp�i exp
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X
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2
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The integration I2 over fp�i g i = 2; : : : ; N gives
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Z NY
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Finally an integration over p�1 yields
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One collects the results from eq. (C.7) to eq.(C.9)
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The �rst term in the argument of the exponential in eq. (C.10) can be expanded and
simpli�ed (using

P
i qi = 0)

~P�
1 (s; L; fqg) =

Z
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(2�)2
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where M =
P

imi, and I =
P

imiq
2
i .

~P�
1 (s; L; fqg) is the sum of two multiple integrals. The one which contains an argument

proportional to w�
1 exp((w

�
1 )

2) is null since this argument is an odd function of w�
1 . The

remaining multiple Gaussian integrals over w1 and w2 can straightforwardly be computed,
and the result is
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The inverse Laplace transform of ~P�
1 (s; L; fqg) gives [EMOT54]

P�
1 = CLm1I

�3=2
2X

=1

q1 �� E
N�5=2
r ; (C.13)

if Er > 0, where C =
Q
imi

M
1

(2�)N+9=2
1

�(N�3=2) and Er = E0� L2

2I = E � L2

2I ��(fqg). Using
(C.13) in (C.1) one gets �nally
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Finally

< p1 >qk
= Lm1 < I�1 >qk

X
;�

qk��ê�; (C.15)

where ê� is the �-component unit vector.
< p2k >qk

can be derived in a similar way, and the result is
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= 2mk
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where Ik = mkq
2
k.
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Appendix D

Temperature at constant pressure

The entropy of a con�guration in mmmc can be written as (see sec. 3.3)

S = ln

Z
W 0

dx C(x)
V Nf

NCC
E

~N
k : (D.1)

The microcanonical inverse temperature � (at constant volume) is

� =
D ~N
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E
; (D.2)

and the microcanonical pressure is
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: (D.3)

The microcanonical inverse temperature at constant pressure �p is given by
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Abstract

In conventional thermostatistics there is no phase transition in\small"systems (\small"
systems are those where the range of the forces is of the order of the system size). In
fact, these systems do not exhibit the usual signals of phase transitions, i.e. Yang-Lee
singularities. These singularities (divergences) can only occur at the thermodynamical
limit. Nevertheless it is possible to de�ne phases and phase transitions for \small" systems
by means of local properties of their microcanonical entropy surface without invoking the
thermodynamical limit.

In the �rst part of this thesis, the present status of the theory is summarized. The
de�nitions of phase and phase transitions are recalled. Their relation to the conventional
ones is discussed. All these points are illustrated by analytical entropy models.

The two other parts are dedicated to original studies of the microcanonical equilibrium
properties of two \small" systems.

First, the liquid-gas phase transition of sodium clusters composed by a few hundreds of
atoms is discussed. At low pressure, their caloric curves as functions of the enthalpy show
a region characterized by a negative speci�c heat capacity. This is the signal of a �rst order
phase transition in \small" systems. For certain enthalpy-range, their mass distributions
have some peculiarities (multifragmentation) which vanish at the thermodynamical limit.
High pressures calculations show for the �rst time the critical point of this �rst order
phase transition. This critical point is located at higher pressure and smaller temperature
compared to the critical point of corresponding thermodynamical limit.

The last part deals with self{gravitating systems. Although they are spatially very large
they are \small" in the sense given above. These systems are studied in the microcanonical
ensemble at constant energy E and total angular momentum L. They are studied without
any a priori assumption about their spatial mass distributions (symmetry) and with a
\realistic" potential. This is relevant for many astrophysical systems: from galaxies to
(multiple-)stars formation. The entropy surface, its derivatives (temperature, angular
velocity) and observables probing the mass distribution are worked out for the whole
parameter space (E;L). These systems have a rich phase diagram with �rst order and
several second order phase transitions. It is shown that all the properties of (astro-)physical
importance are smeared out and lost if the intensive variables are �xed, i.e. in the canonical
ensemble. Worst, for a given choice of intensive parameters, the partition function diverges
for some microcanonical values of these intensive parameters.
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Zusamenfassung

In der konventionellen Thermostatistik gibt es keine Phasen�uberg�ange in "Kleinen"
Systemen. (Systeme mit einer Wechselwirkung von einer Reichweite vergleichbar mit der
Systemgr�osse.) Diese Systeme zeigen nicht die Yang-Lee Singularit�aten in den kanonischen
Potentialen. Singularit�aten k�onnen nur im thermodynamischen Limes auftreten. Dennoch
kann man in der mikrokanonischen Statistik Phasen und Phasenueberg�ange eindeutig auch
f�ur "Kleine" Systeme als lokale Besonderheiten der Entropie de�nieren.

Im ersten Teil der Doktorarbeit wird der augenblickliche Stand der Theorie zusam-
mengefasst. Die De�nition der Phasen und der Phasen�uberg�ange wird genannt und ihre
Beziehung zur konventionellen Theorie diskutiert. Dies wird an Hand analytischer Modelle
illustriert.

Zwei weitere Teile der Arbeit behandeln die Eigenschaften des mikrokanonischen Gle-
ichgewichts in zwei Beispielen "Kleiner" Systeme:

Zuerst wird der �ussig-gas �Ubergang in Natriumclustern mit einigen hundert Atomen
diskutiert. Bei kleinem Druck zeigt die kalorische Kurve als Funktion der Enthalpie einen
Bereich mit negativer spez. W�arme. Das ist das Signal f�ur einen Phasen�ubergang er-
ster Ordnung in einem "Kleinen" System. In bestimmten Bereichen der Enthalpie gibt es
Multifragmentation. Diese verschwindet im thermodynamischen Limes. Simulationen von
Systemen unter hohen Drucken zeigen das erstemal den kritischen Endpunkt des Phasenue-
berganges erster Ordnung. Er liegt bei h�oherem Druck und niedrigerer Temperatur als im
Bulk.

Der letzte Teil behandelt selbstgravitierende Systeme. Obwohl kosmologische Systeme
sehr gro� sind, geh�oren auch sie zu den "Kleinen" Systemen wie wir sie oben de�niert
haben. Diese Systeme m�ussen im mikrokanonischen Ensemble bei konstanter Energie
und konstantem totalen Drehimpuls studiert werden, ohne irgendwelche a priori An-
nahmen �uber ihre r�aumliche Massenverteilung (Symmetrie) zu machen. Dieses Beispiel
ist relevant f�ur viele astrophysikalische Systeme von (Vielfach-)Sternbildung bis hin zu
Galaxien. Die Entropie�ache, ihre Ableitungen, die intensiven Gr�o�en (Temperatur,
Winkelgeschwindigkeit), sowie Observable, die die Massenverteilung kontrollieren, werden
in ihrem ganzen Parameterbereich studiert. Diese Systeme haben ein reiches Phasendi-
agramm: Es gibt alle Arten von Phasen�uberg�angen, erster Ordnung und mehereren von
zweiter Ordnung. Es wird gezeigt, da� all diese Eigenschaften von (astro-)physikalischer
Bedeutung in dem kanonischen Ensemble als Funktion der intensiven Parameter ver-
waschen werden oder sogar v�ollig verloren gehen. Schlimmer noch, f�ur bestimmte Wahl
der intensiven Parameter divergiert die kanonische Zustandssumme sogar.
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