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Abstract

Results are obtained on resolvent expansions around zero energy
for Schrodinger operators H = —A + V(x) on L?(R™), where V(x)
is a sufficiently rapidly decaying real potential. The emphasis is on a
unified approach, valid in all dimensions, which does not require one
to distinguish between [ V(x)dx = 0 and [ V(x)dx # 0 in dimensions
m = 1,2. It is based on a factorization technique and repeated de-
composition of the Lippmann-Schwinger operator. Complete results
are given in dimensions m =1 and m = 2.

1 Introduction

In this paper we revisit some results on resolvent expansions for Schrodinger
operators. We consider Schrodinger operators

H:H0+V, H(]:—A,

on L*(R™), where V is multiplication by a real-valued function with decay
at least V(x) = O(]x|727%) as |x| — oo. The free resolvent Ry(¢) = (Hy —
¢)~! has an explicit integral kernel, which can be used to give asymptotic
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expansions around zero in (/2 for m odd, and in ¢ and In ¢ for m even. We
give the form of the leading terms in dimensions m = 1,2, 3 here.

m=1 Ry(()=( "G4+ Go+ (G +(CGa+..., (1.1)
m =2 Ro(C) ZIHCGQ,fl+G070—|—C11’1<G27,1+CG2,0+... s (12)
m=3  Ro(¢)=Go+Y?G +CCGr+ ... . (1.3)

These expansions are valid in operator norm on L*(R™), if we put weight
functions on either side of the resolvent. One possible choice is p(x) = (x)*,
and then expansion up to a given order O(|¢|¥) is valid for a sufficiently
large s. Another possibility is to use p(x) = |V (x)|'/? as the weight function,
which is what we choose to do in this paper. Expansion to higher order then
requires faster decay at infinity of the potential. The two approaches lead to
different, but equivalent, formulations of the main results.

The decay imposed on V(x) implies that we can obtain expansions for
the resolvent R(¢) = (H — ()™}, using a perturbation procedure. The case
m = 3 was treated using this approach in [d]. The form of the expansion is

m=3  R()=—CPy+ V20 +Cy+ V20 4+ 0(0), (1.4)

where generically we have Py = 0 and C'_; = 0. Three kinds of exceptional
cases occur. (i) The point zero is an L%-eigenvalue of H. In this case P, is
the projection onto the eigenspace, and C'_; is an operator of rank at most
three. (ii) The equation HW¥ = 0 has a non-zero solution in a space slightly
larger than L*(R?). In this case Py = 0 and C_; = (¥, -)¥ is a rank one
operator (here ¥ should be suitably normalized). In this case we say that H
has a zero-resonance. (iii) The combination of the previous two cases.

The purpose of this paper is to give a unified approach to such resolvent
expansions, and in particular to give complete and unified results in the
two cases m = 1 and m = 2. These cases are difficult to handle, due to
the singularity in the free resolvent, see ([.I) and ([.2). We use a repeated
decomposition technique, where we localize the singularity in subspaces of
decreasing dimension. Fach reduction step increases the singularity. Due to
the estimate [C]||p(x)R({)p(x)|| < C this reduction process must stop after
a few steps, leading to invertibility of a key reduced operator.

Our approach is unified in the sense that this reduction procedure applies
in all dimensions, without separating out various special cases. Another key
idea is the use of the factorization technique in the following form. We factor
V(x) = v(x)w(x), where v(x) = |V (x)|*/?, U(x) = 1 for V(x) > 0 and
U(x) = —1 for V(x) < 0, and w(x) = U(x)v(x). Then the crucial term to
invert is

M(¢) = U + vRo(C)v, (1.5)



see (.3). Now an important point is that this operator is self-adjoint for
Re( < 0, Im ¢ = 0, which eliminates the need to distinguish between geomet-
ric and algebraic eigenspaces, and gives a canonical choice for the projection
onto the eigenspace.

Let us briefly state the form of the expansions in the two cases considered
in detail. We state the results in the same form as in ([.4).

m=1 R(C) = Y20, + Cy + V20 + O(0). (1.6)

In the case m = 1, and under the assumption V (z) = O(|z|7279) as |z| — oo,
zero cannot be an L2-eigenvalue. But there may exist a non-zero solution to
HV = 0, which satisfies ¥ € L>*°(R). In this case C_; = ico(V, -) ¥, where ¢
is a constant which is computed explicitly. This is the exceptional case, and
we say that H has a zero-resonance. Generically with respect to a coupling
constant we have C'_; = 0.

The case m = 2 is considerably more complicated. We start by explaining
our terminology. Recall from [B] that in order to get an asymptotic expansion
we need to have an asymptotic sequence of functions, which is a sequence of
functions {¢;(¢)}jen, indexed by the non-negative integers, such that for all
J we have

$i41(C) = o(¢;(¢)) for ¢ — 0. (1.7)

Formal computations lead in the case m = 2 to expansions of the form

Z Z ¢F(In ) exe. (1.8)

k=—1/=—c

Such an expansion cannot be transformed into an asymptotic expansion,
since the doubly indexed family of functions {¢¥(In ¢)*} _1<k<oo,—cocrcoo CAN-
not be re-indexed by the integers in such a manner that we get an asymptotic
sequence. The problem is that a given entry may not have a finite number of
predecessors according to the ordering implied by ([[.71). In our case it turns
out that the problem can be solved by using different functions in the asymp-
totic expansions. In one of the cases we replace the function 1/In( and its
nonnegative powers by the function (a —In¢)~!, where a is a certain nonzero
number. In the other case we introduce a rank two operator for a similar
purpose. Note that an asymptotic sequence of functions cannot contain both
(In¢)~* and (@ —In¢) ™, since |(In¢)™'/(a —In¢)™!| — 1 as ¢ — 0.

We use the terminology “bad” expansions for (formal) expansions that
cannot be re-indexed to give asymptotic expansions.

The main results in the case m = 2 are too complicated to state in detail
here. See the statement of Theorem B2. We note that as in the case m =3



we have to distinguish between the regular (generic) case, where there is no
singularity in the expansion, and three exceptional cases. (i) Zero is an Lo-
eigenvalue of H. (ii) There exist non-zero solutions to H¥ = 0 in L>*(R?),
which do not belong to L?. There can be up to three linearly independent
solutions. (iii) Combinations of the cases (i) and (ii).

In the exceptional case (i) the expansion can be rewritten in the form

m = 2 R(C) = —Cilpo + (ln C)ilco’,l + 0070 -+ 0(1), (19)

where we have extracted the leading term in the complicated second term in
the full expansion. Here F, is the eigenprojection for eigenvalue zero of H,
and Cp _; is an operator of rank at most 3.

We have decided not to state any results on resolvent expansions in the
cases m > 3, since our approach leads to results identical to those obtained
in [9, [, B]. However, we do give the necessary formulae for the free resolvent
expansion in Section B. In Proposition [-] we then give a general result on the
expansion coefficients, which in odd dimensions shows that the coefficients
to odd powers of (/2 are finite rank operators. A similar statement holds
for the even dimensional cases.

Let us now give some comments on the literature. The first results on
asymptotic expansions of resolvents of the type considered here were obtained
in [I5], in a very general (and not very explicit) framework, using properties
of Fredholm operators. A different approach for the Schrédinger operator was
introduced in [9] in the m = 3 case. This approach allows one to compute
the coefficients explicitly. Using the same approach the cases m > 5 were
treated in [[7]. In [R] a good expansion was obtained for the case m = 4, by
using a function (a — In¢)~! in the asymptotic expansion.

In [I3] a general class of elliptic operators was considered, and resolvent
expansions were obtained, using a Fredholm operator technique in combina-
tion with a truncated Lippmann-Schwinger operator. The methods allow for
explicit computation of expansion coefficients. Our method is quite close to
the one used in [[3], in the sense that both rely on the fact that for any com-
pact operator A one can find a finite rank operator F' such that (1+ A+ F)~!
exists. The key point of our approach is a canonical choice of F' in terms
of projections onto the subspaces of zero energy bound states and/or reso-
nances. It is this choice which allows us to compute explicitly the expansion
coefficients, without relying on operators given only implicitly as solutions
of some operator equations. Actually, our choice can be viewed as a method
for solving the equations for J, K, and @ in [13].

The case m = 1 has been treated in [5], in the case [V (z)dx # 0, and
in [3, @] in the case [ V(x)dz = 0, with an exponential decay condition on



the potential. This strong decay condition allows one to obtain convergent
expansions in (/2. In these papers the authors use the standard factorization,
leading to the study of the operator I +vRy({)w and the consequent need to
distinguish between the two cases. This should be compared with our unified
approach.

More recently, in [I1, [2] a study has been initiated of the case m = 1
for general non-local V' with polynomial decay. The methods used are a
combination of those in [9] and [5, B, ].

The case m = 2 has been studied in [?], under the additional condition
J V(x)dx # 0, and with exponential decay of the potential, which leads to
convergent expansions. The case [V(x)dx = 0 has not previously been
treated explicitly in the literature, as far as we know. Note again that our
unified approach makes it unnecessary to distinguish between the two cases.

Resolvent expansions of the type obtained here have many applications.
The papers [I5, 9, [4, T3, 8] all contain applications to the time decay of the
corresponding non-stationary equations. Applications to scattering theory
are also given in many of the papers previously cited. A survey of such
results is given in [0]. The results have also been of importance in the study
of mapping properties of the propagator, and of the wave operators, see for
example [0, [6], and references therein.

Finally, let us briefly describe the contents of this paper. In Section P
we state our essential lemmas from operator theory. In Section B we give
the explicit expansions for free resolvents, in all dimensions, for reference. In
Section fl we explain our choice of factorization technique. Then Section H
contains the results in the case m = 1 and Section B the results in the case
m = 2. Finally, in Section [] we give a result on the properties of expansion
coefficients, valid in all dimensions, and collect some remarks about possible
generalizations.

Acknowledgements This work was initiated while G. Nenciu visited Aal-
borg University. The support of the department is gratefully acknowledged.
This work was essentially completed while both authors participated in the
Prague Quantum Spring 2000 event, organized by Pavel Exner. We are
grateful to him for the possibility to participate in this event.

2 Preliminaries: inversion formulae

We give here some elementary inversion formulae for operator matrices of a
special form, which we need in the following sections. The proofs are omitted.



Lemma 2.1. Let A be a closed operator and S a projection. Suppose A+ S
has a bounded inverse. Then A has a bounded inverse if and only if

a=S—-SA+95)'S (2.1)
has a bounded inverse in SH, and in this case
A= (A+8) "+ (A+9)"'Sa'S(A+8)". (2.2)
Corollary 2.2. Let F' C C have zero as an accumulation point. Let A(z),
z € F, be a family of bounded operators of the form
A(z) = Ag + zA1(2) (2.3)

with Ay(z) uniformly bounded as z — 0. Suppose 0 is an isolated point of
the spectrum of Ag, and let S be the corresponding Riesz projection. Then
for sufficiently small z € F the operator B(z) : SH — SH defined by

B(z) =

SE N

(S — S(A(z) + 5)715)

(=122 S[AL(2)(Ag + S)1PHES (2.4)

Il
,Mg

I
=)

J

is uniformly bounded as z — 0. The operator A(z) has a bounded inverse in

H if and only if B(z) has a bounded inverse in SH, and in this case
1
AR) P = (A(R)+ 9) ™+ —(A(2) + 9)1SB(2) 'S(A(2) + 9)"t (2.5)

z

The next lemma contains the Feshbach formula in a somewhat abstract
form.

Lemma 2.3. Let A be an operator matriz on H = H, B Hy:

a21 A22

A= (CLH CL12) s Ay - Hj — Hi, (26)

where ai1, azy are closed and ais, as are bounded. Suppose ass has a bounded
inverse. Then A has a bounded inverse if and only if

a = (ay — a19a55 ag) " (2.7)

exists and is bounded. Furthermore, we have

_ -1
A = ( “ ) | (2.5)

-1 -1 )
—Q95 U214 Qg9 A21AA12055 + Qg9



Remark 2.4. We shall use the Feshbach formula in the following particular
case. Suppose aj; is of the form

1
ail = ;k -+ b(Z), (29)

where k has a bounded inverse and b(z) is uniformly bounded as z — 0. In
this case a;; has a bounded inverse for z sufficiently small, viz.

ay = z(k + zb(2)) 7" (2.10)
Notice that

lim [lag;' || = 0. (2.11)

It follows that for sufficiently small z the inverse (1 — a12a2_21a21a1_11)71 exists,
and then the inverse

-1

(2.12)

o1 1 -1
a = ap; (1 — Q120455 A2107, )

also exists.

3 The free resolvents

In this section we collect the formulae for the low energy expansions of the
integral kernels of Ry(\) = (Hy — A\)™', Hy = —A, in L*(R™). We state the
results for arbitrary dimensions.

It is well known that the kernel is given by

" \ . i )\1/2 %—1 H(l) )\1/2
—A)” -y =77 b - 3.1
=N x =¥ = ¢ (5rnmyy) HELOVR-vD G
where H{" are the modified Hankel functions and A € C\[0, 00); the deter-
mination for A\!/? is such that Im A/2 > 0.

We shall use the variable

k=—iAY% N =—k% (3.2)

Notice that for A < 0 one has x > 0. Thus the relevant domain for the
parameter « is |k| < 6 and Rex > 0 for a sufficiently small § > 0. Using the
identity

HV(iC) = —e ™2 K, (), (3.3)

(x



where K, ({) are the Macdonald’s functions [I4, §17], one obtains

Ro(k;x —y) = (Ho + %) (Jx = y])

1 <L>%_l K (klx = yl). (3.4)

T o 21|x —y]|

For convenience we give the formulae for K, for v integer or half integer;
notice that they are real for

(=krlx—y|>0. (3.5)
i. v=mn, n >0 integer:
n—1 B ]{Z B '
Kal€) (1" 1O n(¢/2) + ; (R D oy
- !
e D+ep+1),  (36)
Y(p+n+1)+9(p+1)), :
=P pl(p+n)
where
OO 2 +n k-1
Z /2 ’ -, and Mk:)zZ%—y. (3.7)
p= 7j=1

Here 7 is the Euler constant and the sum is taken to be zero for £k = 1. In
particular, ¥(1) = —v, ¥(2) =1 — 7.

ii. v=n—1/2, n >0 integer:

R

Using (B.6) and (B.8) one can write down the needed expansions for ar-
bitrary m, up to arbitrary order. Consider first m even. In this case from
(B.6) one obtains, using a convenient mixed notation (see (B.5)),

[ee)

Ro(s: rx—yw—m?"lnczcmpc A ! M (89)

p=0

where

—1 (3.10)



and ¢, p, dmp are numerical coefficients.

In the odd case one has from (B.§)

1 1d\"
R Ry X — = 77%,{371172 <—__> 674
1 = (=1)»
o ( p') ¢P if m=1,
— P:10 . (3.11)
> fmp¢’ ifm=>1,
[x — y[m=2 ; '

where f,,, are numerical coefficients. From (B.§) one can see that for m > 5
one has f,,1 = 0. Actually one has f,,, =0 for p=1,3,... ,m — 4, see [,
Lemma 3.3].

From (B.9) and (B.I1])) one concludes that for all m > 5:

am bm

which implies that there are no threshold resonances [[].
We list below, for future reference, the first terms for m =1 and m = 2.

m =1

1 1 \x—y\ \x—y\Q
. _ klz—y| _ 2 1
Ro(k; |z — y)) 2/{6 o 5 + K 1 + O(k%), (3.13)

’X_YP 2
— k71
1 k°1lnk

Ro(r: x — y) == (—lm— (7 + Inlx - y1/2) -

2

MfBQY|O—y—hﬂx—ﬂﬂﬁ)+@@ﬂmﬁ(3m)

4 Low energy expansions: generalities

We consider H = Hy + V looking for the low energy behavior of (H + %)~
We suppose V' to be sufficiently short range. More precisely, we assume

(NP V e LP(R™), (4.1)



where

2 iftm <4,
P=9, . (4.2)
b} 1fm25,

with ( sufficiently large. There is a relation between the value of 3 and
the order up to which one can write the expansion of (H + k?)~'. At the
expense of some technicalities stronger local singularities of the potential can
be handled. It is also possible to include a class of non-local potentials, see
the remarks in Section []. Under the stated conditions V' is Hy-bounded with
relative bound zero, hence H is self-adjoint on D(H,).

We start from the resolvent formula written in the symmetrized form

(H+r*) "= (Ho+ )"
— (Ho + %) (U +v(Hy + &%) ) to(Hy + k271 (4.3)
= (Hy+ k*)~" = (Hy + &3 oM (k) o(Hy + %) 71,

where
-, w- {1 T
and
M(k) = U +v(Hy + k%) to. (4.5)
We also define
w(x) = U(x)v(x) (4.6)
From the identity
(1 —w(H + £*) )1 +w(Hy + %)) =1 (4.7)
one obtains
w(H + x*) " w=U— M(k)™" (4.8)

From ([.§) and (f.3) one can see that it suffices to obtain the expansion
of M(x)~*. Notice also that the scattering (or transfer) operator has a simple
expression in terms of M (k)™ viz.

T\ =v(U +v(Hy + k%)) o = oM (k). (4.9)

10



Since we suppose at least V(x) = O(|x|727°%) as |[x| — oo, there exists a
ko > 0 such that for k € (0, ko) we have A = —x? € p(H).
Since H is self-adjoint, we have

limsup [|«*(H + %) < 1
~\0

and then from ([.§)

limsup ||x*M (k) 7| < oo. (4.10)
~\.0

From the results in Section B, M (k) has known expansions in powers of
k (and 1/Ink for even dimensions) up to an order depending upon (3. More
precisely, the problem is to prove that M (x)~! also has expansions in powers
of k (and 1/Ink for even dimensions) up to some order and to compute the
coefficients. If the leading term in the expansion of M (k) is invertible, the
problem is solved by the Neumann expansion. The obstruction comes from
the existence of a nontrivial null subspace of the leading term. The whole
idea of this paper is that by using the inversion formulae in Section B one
can reduce the initial inversion problem to an inversion problem in the null
subspace of the leading term and then iterate the procedure. Since each it-
eration adds to the singularity of M(x)™!, after a few iterations the leading
term must be invertible and the process stops, due to (f.10). As expected,
these null subspaces are directly connected to the threshold eigenvalues and
resonances of H. The rest of this paper consists of some concrete realiza-
tions of this procedure. As noted in the introduction, we limit ourselves to
considering the cases m = 1 and m = 2.

5 The one dimensional case

The following elementary lemma gives the expansion of M(k), defined in
(E.5). We suppose that v(z) is not identically zero.

Lemma 5.1. (i) Assume
(-)7*2V € LA(R) (5.1)
for some B > 7, and let p be the largest integer satisfying

B> 2p+ 3. (5.2)

11



Then M (k)—(a/27)~* P—U is a uniformly bounded compact operator valued
function in

F={k|Rerk >0, <1} (5.3)

and has the following asymptotic expansion for small k € F':

P L
M(x) = %/{1 + 3 Ms + KPR (k). (5.4)
=0
where
P=a v, v, a=]u? (5.5)

and My — U, M;, 5 = 1,2,...,p — 1, are integral operators given by the
kernels

(Mo = U)(,3) = —50(@)le — ylo(y), (5:6)
My(a,y) = D00, 51

and Ro(k) is uniformly bounded in norm.

The operators My — U, M;, j = 1,2,..., are compact and self-adjoint,
and for j odd the operators M; are of finite rank.
(ii) If e’V (z) € L*R) for some B > 0, then M(k) has a convergent
expansion in k, 0 < |k| < (3.

Proof. Use the Taylor expansion (with remainder) of the kernel of the free
resolvent, cf. (B.11), in the definition of M (k), and then use the fact that

R?2 R2

i.e. the M; are actually Hilbert-Schmidt operators. In the same way one sees
that Ro(x) is also Hilbert-Schmidt. Part (ii) is obvious. O

Our main result in the one dimensional case is summarized as follows.
Theorem 5.2. Assume
(-)*3V e L*(R) (5.8)
for some B > T, and let p be the largest integer satisfying

3> 2p+3. (5.9)

12



Then the following results hold.

(i) Let Q =1 — P, with P given by (5.5), and let S : QL*(R) — QL*(R) be
the orthogonal projection on ker QMyQ. Then dim S < 1.

(ii) Suppose S # 0 and let ® € SL*(R), ||®|| = 1. If ¥ is defined by

V() = <o, Mo®) + 5 [ o= plo0) 00y (5.10)
then
wl = P, (5.11)
U ¢ L2R), ¥ e L>®(R), and in the distribution sense
HV = 0. (5.12)

Conversely, if there exists U € L>®(R) satisfying (b.12) in the distribution
sense, then

d =w¥ € SL*(R). (5.13)

(iii) There exists ko > 0 such that for || < kg, Rek >0, and k # 0, M(x)™!
has the expansion

q—1
M(k)™' = Z MK + KIR(k), (5.14)
j=—1
where
g=7  45=0 (5.15)
p—2 if S#O0.

Here R(k) is uniformly bounded and the coefficients M, can be computed
explicitly (see formula (B.18) below). In particular

S
Moy =—5 (5.16)
with (for dim S = 1)
-2 2 , 1 )
& = —|(v, Mo®) + S |(v, X )| > 0, (5.17)

where X 1s the operator of multiplication with x.
(iv) If ®#lV(z) € L*(R) for some 3 > 0, then ¢ = oo and the expansion
(B-14) is convergent for 0 < |k| < 3.

13



Remark 5.3. Before giving the proof we state the formula obtained below
for M (k)1

(14 £M(K) " Q(mo + S + rmy (k) 'Q(1 + kM (k)™

+ ﬁ_lz(l + kM) Q(mo + S + kmy (k) Sq(r) 1S x

x (mo + S + rmy (k) 'Q(1 + kM (k) Y, (5.18)
where
p—1
M(k) = % Z M;K! + KPRy (k) = %(MO + kM, + K2 Ms(k)), (5.19)
=0
N J J 2 2 2 ah
m(k) = jz:;/{ (-1YQ (aMO + a/{Ml + e Mg(/{)) Q
2 2 2 5 9
= EQMOQ - EEQ(EMO — M)Q + r"ma (k)
= mo + k(my + kma(K))
= mg + kmy(K), (5.20)
and
q(k) = Z K (—1)7S (ma (k) (mo + S)_l)jJrl S (5.21)
=0

as an operator in SL*(R) with
2
q(0) = qo = Sm1S = —a~25. (5.22)

The formula (5.18) is our main formula for the one dimensional case; it
contains all the cases. In particular the generic case, i.e. the case when there
is no threshold resonance, is obtained by taking S = 0 in (5.1§). Expanding
everything in powers of x one obtains the expansion of M(x)™'. The order
up to which one can expand M (k)™ depends on whether S vanishes or not.
Namely, if S = 0, then the order of expansion for M (x)~! equals p, i.e. is the
same as for M (x), while if S # 0 it equals p— 2. Indeed, m(x) has expansion
up to order p (see (5.20)) so when my ' exists, m(x)~! has expansion up to

14



order p and this gives the result for the generic case. If S # 0 then since
(see again (b.20)) mq(k) has expansion up to order p — 1, ¢(x) and then
(remember that g is invertible) ¢(x)~! has expansion to order p — 1. This
together with (5.18) gives the result for the singular case, since the last term
contains a factor k! leading to order p — 2.

Formula (5.1§) can be used to obtain the coefficients in the expansion of

M(k)™' = qz_: Mk 4+ KIR (k) (5.23)

j=-1

where ¢ = p in the generic case and ¢ = p — 2 in the singular one, up to the
desired order, provided one assumes sufficient decay of V', see (b.9).

5.1 Proof of Theorem 5.2
The rest of this section is devoted to the proof of Theorem p.2. Writing

M(k) = %(P + kM (k) (5.24)

and applying Corollary P.9 to P + kM (k) (see (B.4) and (R.5)) one obtains
that for sufficiently small x (this is a shorthand for “there exists x; > 0 such
that for k € F, |k| < Ky, ... 7):

M(k)™' = %{(1 + ﬁﬂ(m))_l
+ 5 1+ kM (8) 7 Qmir) QL + kM (k) (5.25)
where
Q=1-P (5.26)

and

3
=

I
g

(2 2 2, G
K (—=1)Q EMO + EI{Ml + ali Ms(K) Q

o

QMQ — 2RQUEME — M)Q + wPmo()

= mg + k(my + kma(k))
= mg + kmq(K). (5.27)

.

SEL

In the last chain of equalities we defined the following operators on QL?*(R)):

my = %QMOQ, (5.28)

15



1 ' 9 Jj+1 (5.30)
+Zf§] < M0—|— /€M1+ 5 M2( >> Q?

my (k) = my + kma(k). (5.31)

We continue now by applying Corollary .2 to m(k). Note that the spec-
trum of my in QL?(R) outside {—2, 2} is discrete. This follows from the
fact that

QMOQ (1= P)Mo(1 - P)

where K is compact, which together with the fact that o(U) C {-1,1}
implies that as a self-adjoint operator in L2(R.), QM@ has discrete spectrum
outside {—1,1}. Accordingly, if S is the orthogonal projection on Kermg (in
QL*(R)) then since my is self-adjoint, we have dim S < oo, (my+S)~! exists
and is bounded, and

S =(mog+S)"'S=S(mg+9)" (5.32)

Applying now Corollary .2 to m(r) (see (2.4) and (B.§)) one obtains that
for sufficiently small x:

m(r)™ = (mo+ S+ kmy (k) + k7 (me + S + kmy (k)" (5.33)
x Sq(k) 1S (mo + S + kma (k)" '
where
Z K (—=1)7S(my (k) (mg + S) 1) TS (5.34)
as an operator on SL*(R).
Taking into account (5.37) one has
2(K) = o+ rp(s), where gy = SmyS. (5.35)
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and

@ (k) = Sma(k S+Zml 178 (my () (mo + S) 1S (5.36)

The following lemma shows that the “obstruction” subspace is related
to the zero energy resonances of H and that there is no need for further
iterations of the procedure.

Lemma 5.4. (i) Suppose S # 0 and let ® € SL*(R), ||®| = 1. If U is
defined by

1
D=eit [ o= vl ey (537
R
with
1
= E(U,MO(I)), (5.38)
then
wl = P, (5.39)

U ¢ L*(R), U e L*(R), and in the distribution sense
HV = 0. (5.40)

(ii) Suppose there exists ¥ € L*(R) satisfying (5.40) in the distribution
sense. Then

d =wl € SL*(R). (5.41)

(iii) We have dim S < 1, and if dim S = 1, then
2 5
SmyS = - S (5.42)

with ¢ > 0, where ¢ is given by (5.17).
Proof. The proof of (5.39) is a direct computation using (5.6):
wV¥ = cow+UU — My)® = cyw + & — UMyP
=cw+ P —-UPM® =cw+ o — éU(v,M()CD}v =,
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and (5.40) follows from (5.37) and (5.39) by differentiation in the distribution
sense.
With the notation

1

=3 /R yu(y)®(y)dy (5.43)

and taking into account that P® = 0, i.e. [ v(y)®(y)dy = 0, one obtains

from (p.37)

et / (- D)o(n)B(y)dy
U(z) = ¢ + o
co + / (z —y)v(y)P(y)dy

—00
o0

(y —z)o(y)@(y)dy for z >0,
= — cosigna + (5.44)

/_x (x —y)v(y)P(y)dy for z < 0.

Suppose now that ¢; = ¢o = 0. Then from (£.39) and (f.44) one has

U(x) = / Ty - V) Uy,

This is a homogeneous Volterra equation which gives ¥(z) = 0 for = suffi-
ciently large (provided V(z) = O(|z|727¢) as |z| — 00), and then by unique-
ness of solutions to the differential equation, ¥ = 0. Then (5.39) implies
® = 0 which in turn implies that ¢; and ¢y cannot be zero simultaneously,

since we have assumed ||®| = 1.
From (5.44) it follows in particular that ¥ € L>(R) and also

lim ¥(z) =c¢; —cy,  lim W(x) =1 + ¢

r—00 r——00

which implies that U ¢ L*(R), and the first point of the lemma is proved.
To prove (ii), suppose there exists ¥ € L>®°(R) satisfying HV = 0 in the
distribution sense. Define ® = wW. Then again in the distribution sense

Let ¢ € C§°(R) such that ¢(z) = 1 for |z| < 1 and ¢(x) = 0 for |z| > 2.
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Then for any § > 0 we have

— | [ Gz ¥e)ela)da

/R v(x)®(x)p(dx)dx

- | [ v et

_ /R U (2)0%" (62)dx
< 50 /R 16 (2)]dz.

Taking the limit § — 0 and using the Lebesgue dominated converge theorem,
one obtains that [, v(x)®(z)dz =0, i.e.

d € QL*(R). (5.45)

Consider now
=(z) = %/R |z —ylo(y)®(y)dy = %/R |z —y|V(y)¥(y)dy. (5.46)

By differentiation in the distribution sense we find

d2 _ d2
@:(x) =V(z)¥(x) = @‘1’@)7

so that

(1]

() =V () +a+ bz

for some a,b € C. Notice now that = € L>°(R) by a computation analogous
to the one leading to (b.44), so that b = 0. By multiplying (b.46) with v(z)
and using (p.6) one obtains (U — My)® = U® + av, i.e. My® = —av so that
QMy® = 0, which together with (5.45) finishes the proof of (ii).

To prove (iii), suppose that there are two linearly independent &, P e
SL*(R) and correspondingly for z > 0

Y(r) = — et / Ty — 2)o(y)d(y)dy

and

ba)=a—a+ [ (- au)bwi.

19



There exists a € C such that
Cl — Cy = —CL(C~1 — C~2),

which gives
(4 a)(x) = / Ty - V) (T + al)(y)dy

and then by the Volterra equation argument used above we get W + al = 0.
Hence ® + a® = 0, which proves that dim S = 1.
We are left with the computation of ¢ in (5:42). Suppose dim S = 1 and
let ® € SL*(R), ||®|| = 1. Then (see (5.29))
4 9 2
—(®,m1®) = —(®, My®) — —(P, M, D) (5.47)
o a
Using QMy® = 0 and (5.38) we get
1
(@, M3®) = (@, MgPMy®) = —|(®, Myv)|* = a|ey|*. (5.48)
o

On the other hand (see (b.7) and (5.43), and remember that P® = 0)

(@, M, // (2% = 22y + y*)u(y) @ (y)dody
" 2
=—— / () ®(x)dr| = —2|cy|? (5.49)
2| J/r
Combining (5.47) with (5.48) and (5.49) one obtains
=2(Je1]* + |e2]?). (5.50)
Since ¢; = ¢ = 0 implies ® = 0, the proof of lemma is finished. O

Coming back to the expansion M (x)~! the above procedure gives (5.18)
(see (b.27) and (5.34)) and the proof of the theorem is finished. O

Remark 5.5. Let us note that results similar to those in Lemma B4 have
been obtained in [B, B, 4, [, 12].

Remark 5.6. In order to compare our results with the results in [5, 3, @,
1, T2] we can use the result in Theorem [.2 also to give the leading term in
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the expansion of (H + x?)~! as a map between weighted spaces. In the case

where we have a zero resonance, the leading term is

g e o). (5.51)

K 2

Here W is the solution to HVY = 0 in L>*°(R), normalized by |w¥| = 1,
and the constant ¢? is given by (F.17). With appropriate identifications our
results agree with the results in the papers cited.

Let us finish the results on the one-dimensional case with an example
showing that the result on absence of zero-eigenvalue in Theorem p.2 is op-
timal with respect to decay rate. Note that the proof given requires a decay
rate O(|xz|727%) as |x| — oo, for some § > 0.

Example 5.7. For z € R we write (z) = (1 + 2%)"/2 as usual, and define

(2B
Wyc) =e @,

e
Vs(x) = B2 (2)* ™" — B(2)"7% — B(6 — 2)2*(a)" .

Let
d2
da?
Then a simple computation shows that HgWs = 0. Thus for # < 0 the
potential satisfies Vz(z) = O(|z|°~2) as |z| — oo, and zero is a resonance

with resonance function Ws5. For 0 < 8 < 1 we have Vz(z) = O(|z]**72) as
|z] — oo, and zero is an L2-eigenvalue with eigenfunction U g.

Hﬁ: +V5($).

6 The two dimensional case
With the notation
n=1/Ink (6.1)
the expansion of M (k), defined in (f.5) and (B.9), takes the form:
Lemma 6.1. (i) Let
(V€ LA(R?). (6.2)
Suppose 3 > 9 and let p be the largest integer satisfying

B> dp+2. (6.3)
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Then M (k) —n~'My 1 — U is a uniformly bounded, compact operator valued
function in

F ={k|Rek >0, x| <1}, (6.4)

and M (k) has the following asymptotic expansion for small k:

p—1
M(k) = Z K2 (Majo +n "My 1) + £ "Ro(k), (6.5)
=0
where
My, = —QEP, with P =a v, v, a=|v|? (6.6)
7r

Moo — U, Myjo, Maj 1, j =1,2,...,p—1, are integral operators. In par-
ticular,

(Moo~ U)(x.¥) = — () (T =Yy (6.7)
Mo 1l y) = —g-v(9)bx — yPuly), (6.5)
Maofey) = ool — v 1 - (X ). (69)

The operators Moo — U, Majo, and Myj 1, j=1,2,... ,p—1, are com-
pact and self-adjoint, the My _y are of finite rank, and Ro(k) is uniformly
bounded.

(i) If eﬁ|x|V(x) € L*(R?) for some 3 > 0, then the series Y 22 k% Myjo
and Y222 k¥ Myj 1 are norm convergent for |x| < j.

Proof. Similar to the one dimensional case. Details are omitted. O

The main result concerning the expansion of M (x)~! for the two dimen-
sional case is contained in the following Theorem. In the statements obvious
changes have to be made, if any of the three projections Sj;, j = 1,2, 3, equal
zero. See also Remark G@.

Theorem 6.2. Let
()7TV e L*(R?). (6.10)
Suppose 3 > 9 and let p be the largest integer satisfying

B> 4p+2 (6.11)
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Then we have the following results.
(i) Let @ = 1 — P, with P given by (6.6), and let Q@ > S; > Sy >
Sz be the orthogonal projections on Ker QM oQ, Ker Si My oPMyoS:, and
Ker SoMy _1S5,, respectively. Let
Ty = 51 — Sy, (6.12)
Tg == SQ - Sg. (613)

Then Ran Ty, has dimension at most 1 and is spanned by the function
@0 = SlMO,()U (614)

(dim Ty = 0 s equivalent with ©¢ = 0), and RanT3 has dimension at most 2
and is spanned by the functions

@j = SQX]"U, (615)

where X are the operators of multiplication with x; (x = (x1,x2)). In the
cases where dim T3 < 2, one or both ©; vanish or are linearly dependent.
Any ® € S L*(R?) has the (orthogonal) decomposition

O =0, +d,+ D,
P, = bs@o, bs € (37

2
(6.16)
D, = Z by,;0j, by € C,
j=1
d, € L*(R?).
If U is defined by
1
W) =+ 5 [ Il - y)o)e)dy (6.17
™ JRr2
with
1
Co = a(l}, MO(I)>7 (618)
then
w¥ = @, (6.19)
and in the sense of distributions
HY =0. (6.20)
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Furthermore, ¥ € L*(R?) and has the decomposition, cf. (6.10),

2

V=004 b,;T,;+ T, (6.21)
j=1
where either ¥, =0 or
U, € L®(R?); VU, ¢ LYR?) forall ¢ < oo, (6.22)
W, € LYR?) for all ¢ > 2, (6.23)

and if U, ; # 0, then U, ; ¢ L*(R?),
U, € L*(R?). (6.24)

Suppose VU(x) = ¢+ A(x) with ¢ € C and A = Ay + Ay, where Ay €
LY(R?) for some 2 < q¢ < oo, and Ay € L*(R?). If ¥ satisfies (6.20) in the

distribution sense, then
d =w¥ € S,L*(R?). (6.25)

Furthermore, ®1, ®y € S;L*(R?) are linear independent if and only if the cor-
responding Vi, Wy are linear independent. In particular, dim Ran Ss equals
the dimension of the spectral subspace of H corresponding to zero energy.
(i) There exists ko > 0 such that for 0 < |k| < kg, and Rer > 0, the inverse
M (k)™ can be computed by the formula

M (k)™ = (M(k) + S1)
— g(r)(M (%) + 81) ' Si(My (k) + S2) " S1(M (k) + S1) ™

= I () + 517510 ) + 527152

x {Tsm (k) T3 — Tsm(k) " 'b(k)d(k) 1S5 — Ssd(k) e(k)m(k) Ty
+ Ssd(k) e(k)m(k) " tb(k)d(k) S5 + Ssd(k) 1S3} x
X Sy(M (k) + S2) 71 S1 (M (k) + S1) 7, (6.26)

where

(M(r) +51) ™" = g(r)"{P — PMy(r)QDo(r)Q — QDo (r)QMo(r) P
+ QDo(k)QMo (k) PMy(r)QDo(r)Q} + QDo (r)Q (6.27)

Mo(/‘i)EM( )—F%P Mgo-'-/ﬁ)?’] M2 1+ K M20+ (628)
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Do(r) = (Q(Mo(r) + 81)Q) ™" : QL*(R*) — QL*(R?), (6.29)

g(r) = —%n—l + Te{ PMy(r)P — P Moy (k)QDo(k)QMo(x) P}
=

As an operator in S;L*(R?)

(67

o + nh(k)). (6.30)

My (k) = —g(k)(S1 — g(x)S1Do()QMo(k) P Mo (k)QDo(k)S:

— SlDo(ﬁ)Sl)
= Moo + /1277_2M1;2,—2 + Hzn_lMl;Q,—l +..., (6.31)
with
Miy0,0 = S1 Moo P M5, (6.32)
Q
My 5= 2—51M2,—151- (6.33)
T

As an operator in Sy L*(R?)

[e.o]

My(r) = =0~ S (= 1) (k) (6.34)
j=0
X SQ [/172772<M1</€) — M1;0’0>(M1;070 + 52)71]j+152 (635)
= 77_1M2;07_1 + MQ;O,O + ... (636)
with

(67
M2;07,1 - 2—52M27,152, (637)

™

«
Ms0 = %S3M2,053- (6.38)

Finally, a(k), b(k), c¢(k), and d(k) are the matriz elements of Ms(k)
according to the decomposition Sy = Ts + S3

a(k) = T3 My (k) T3, b(k) = T3M5(k)Ss, (6.39)
C(I‘i) = SgMQ(li)Tg, d(/f) = SgMz(I{)Sg. (640)

As an operator in S3L?(R?),

oY
d(0) = %53]\42,053 (6.41)
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has a bounded inverse.
As an operator in T3L?(R?)

m(k) =n"" - Z(Gm 00; + f(k) (6.42)

with bounded f(k).

(iii) All the inverses appearing in (6.26) have invertible leading terms so they
can be computed using Neumann series. Only the expansions of the numerical
factor, g(k)™t, and of m(x)~! (as an operator in T3L*(R?)) can lead to “bad”
eTpansions.

Remark 6.3. (i) Writing (see (6.30))
h(k) = h(0) + k*yhy(k) (6.43)

(notice that hy(k) has a good expansion) and defining
2m

g(k)~! takes the form

g(k)™t = —77%”50(/{)_1 Z (2—7T50(/<a)_1/<o2h1(/1)> : (6.45)

f(r) = £(0) + &*n~" fu(k), (6.46)
m(r)~! takes the form:
m(k)™" = nA(k)™ Z(—nj (A(r) " K2dy () (6.47)

J
where
A(k) =k +nf(0). (6.48)
Now since k is strictly positive we can write
k+nf(0) = k(1 + k™2 £(0)k™/2) k2
e ST (042

j=1
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where 25:1 f;iP; is the spectral decomposition of k=%/2f(0)k=/2. Accord-
ingly

2

A(r)™ = 0;(r) KPPk (6.50)
j=1
where
0;(k) =1+ nf;. (6.51)

Summing up, we see that all the “bad” expansions are confined in the
inverses of at most three numerical factors, 6,(x), j = 0,1, 2.

(ii) The asymptotic expansion of M(x)™! can be obtained from (5.26) by
straightforward (though lengthy for higher terms) computations. In partic-
ular, the leading terms in various cases can be directly “read” from (5.26):

(a) S3 # 0 (there are zero energy bound states). In this case, taking into
account that g(k)™* ~n, m(k)™! ~n, K%Ef_)l = —525 4+ O(k7?n), 5253 = Ss,
and

(Moo + S1) 7181 (Moo + S2) 1Sy = S,

one obtains from ((.2G) (remark that only the last term in (5.26) gives con-
tribution to the most singular term)

M(k)~! = é(ngQ,osg)—l +O(). (6.52)

Notice that (6.59) holds true irrespective of the existence of zero energy
resonances.

(b) S3 = 0, T3 = Sy # 0 (no zero energy bound states but there are “p-
wave” resonances). Again only the last term in (p.26) contributes to the most
singular term; more exactly we have to extract the most singular contribution
from

g(k) _
/€217*1 Tgm(/i) 1T3.

Taking into account (6.47) one obtains

M(k)™ = 47T%T3 (Ti(@j, ->@j> Ts + O(k2n?). (6.53)

j=1

(c) 3 =13 =0, dimS; = 1, Oy = S1Mypv # 0 (neither zero energy
bound states nor “p-wave” resonances but there is an “s-wave” zero energy
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resonance) In this case Sy = 0 so the last term in (6.26) vanishes and the
most singular term is to be extracted from the second term in the r.h.s. of

(B:26). Due to the fact that (M (0) 4+ S;)~'S; = S; one obtains

M(k)™ S+ 0(1). (6.54)

. (0%
27| S0l

(d) Finally in the generic case, i.e. Sy =0,
M (k)™ = (@Mo Q)™ + O(n). (6.55)

(iii) The next remark concerns with the order of expansion of M(x)™! as
a function of 5. As in the one-dimensional case, in general the order of
expansion of M (x)~! is lower than the order of expansion of M(k); the rule
is that the loss in the order of expansion equals the square of the most singular
term.

6.1 Proof of Theorem 6.2

Before starting the somewhat complicated procedure of expanding M (k)™
a few guiding remarks might be useful. Suppose in (£.5) we factor out 7!
and then apply Corollary 2.2. The starting expansion parameters are 7, k%1
and k2. By making the Neumann expansions in (B.5), the result will contain
a series of the form Zﬁ:go d;n' which is obviously “bad” in view of its slow
convergence, so if we are looking for a power like error one needs to sum it.
A way out is not to expand the terms giving “bad” series. Let us recall that
for the 4-dimensional case this has been achieved by Jensen [§] who proved
that all “bad” expansions can be confined in a single numerical factor. As
stated in the theorem above a similar result (albeit a bit more complicated
one) holds true here: all “bad” expansions can be confined in a numerical
factor (i.e. a rank one operator) and in a rank two operator. The way of
achieving that is as follows: if one has to invert an expression like

A+ n(B+ good expansion),

then rewrite it as
n(An~' 4+ B + good expansion)

and apply Lemma P.3 to
An~' + B + good expansion + Sp,

where Sp is the orthogonal projection on Ker B. Then it turns out that
the “bad” expansion is confined to Ran A which in our case will be one
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or two dimensional subspaces. It turns out that all the “bad” expansions
are contained in the inverses of at most three numerical factors of the form
14nd;, j=0,1,2.

We use a notation similar to the one used in the proof of Theorem p.3.
As in the one dimensional case we set () = 1 — P and let S} be the orthog-
onal projection on Ker QMyoQ as an operator in QL*(R?). By the same
argument as in the one dimensional case, QM@ is self-adjoint and has dis-
crete spectrum outside {—1,1}. It follows that, as an operator in QL?*(R?),
Q(Mop + S1)Q = QMpQ + S; has a bounded inverse (Q(Myo + S1)Q) "
and

(Q(Moo + S1)Q)™'S1 = Sy (6.56)

dimRan S; = N < o0 (6.57)

It follows that for sufficiently small k, the operator (Q(My(r) + S1)Q),
where

Mg(fﬂl) = M070 + /€27]71M2’,1 + H2M270 + ..., (658)
has a bounded inverse in QL?(R?):

(Q(Moy(k) + S1)Q) ™" = Dy(k). (6.59)
Then by Lemma P.3 (see also Remark P.4)
M(k)+ 51 = —%n*1P+Mo(n) + S (6.60)

has a bounded inverse given by the formula

(M (k) + S1)™" =g(k){P — PMo(k)QDo(k)Q — QDo(k)QMo (k)P +
QDo(k)QMy(k)PMy(k)QDo(k)Q} + QDo(k)Q, (6.61)

where

9(k) = —5-0 " + Te{PMo(x)P — PMy(x)QDo(k)QMo() P}

o+ nh(x). (6.62)

=7

Remark that h(x) has a “good” expansion and that the same is true for g(x).
We claim now that the application of Lemma B.1] gives:

M(k)™ = (M(k) + 1)

— g(R)(M(k) + S1) S, My (%)~ Sy (M (%) + Sy)" (6.63)
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where

Ml(lﬂl) = MI;U,O + /127772M1;2’,2 + /127"]71M1;2’,1 + ... (664)
with
Ml;O,O = SIMO,OPMO,OSM (665)
o
M1;27_2 = 2—51M27_181. (666)
T

Indeed, the use of Lemma -1 gives
M()™ = (M(x) + 1)
+ (M(k) + 51) 7181 My (k) 1Sy (M (k) + S1) 7
where (see (6.61))

Ml(li) = Sl
— g(/i)_lleo(/{)QMo(H,)PMo(/i)QDQ(H,)Sl — SlDo(H)Sl.

(6.67)

(6.68)

Dyo(k) = (QMoo@Q + Sy + k' (Q(Mz—y + nMag +...)Q) ™
= (QMypQ + S;)™* (6.69)
[1+ &2 'Q(Ma—y + nMag + ... )Q(QMop@Q + S1)~'] ™!

Taking into account (f.56) one has from (6.69) (remember that QS; = S4)
Sl — SlDO(K/)Sl = I{277_151M27_131 + I{251M27()Sl + ... (670)
On the other hand

SlDO(H)QM()(I{)PM()(R)QD()(I{)Sl

6.71
= SlMO’OPM()’()Sl + ... O( 27]71) ( )

which together with (6.70) and (6.69) gives:
My (k) = —g(k) " [S1 Moo PMo oSy — g(k)s*n 1 S1 My, 1Sy + ... ]
—g(r) "SI Moo PMyoSy + K~ —slMQ,,lS1 +...]
= —g(r) " Mi() (6.72)
which proves (5.63)(B.60).
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We are left with the computation of M (x)~!. We shall use Corollary B.Z;
it gives a “good” expansion and also a good start for the next iteration.
Notice first that (as an operator in S;L*(R?)) M0 = S1MooP MyoS; is of

rank at most one, so
dim Ker M; 00 > N — 1.
Let Sy be the orthogonal projection on Ker My C S1L*(R?). If
M0 = S1MooPMyoS1 =0,
then
Sy = 51.
Coming back to M;(x)~!, by Corollary R.2,
Mi(r)™ = (Mi(k) + S2)™"

2

(O () + 82) 7 o () Sa(Ma )+ 52)

where
My (k) = Z(—l)j(f@n‘l)Qj X

X So[(Myg,—o +nMyo_1+...) (Moo + 52)_1]j+152-
Expanding (b.77) one obtains:

MQ(R) = SZMl;Z,—ZSZ - USZM1;2’71S2 —+ ...
= 77[77_132M1;2,—252 + 52M1;27_152 +.. ]
= T}MQ(H)

Taking this into account (b.76) becomes

M) = (M) + )
O (R) + 527 $2Ma) ™ So(M () + 52)

with

MQ(FJ) = n_ISQMl;Q,_QSQ + Sng’_ng + ...

31

(6.73)

(6.74)

(6.75)

(6.76)

(6.77)

(6.78)

(6.79)

(6.80)



Computing M. 1 in (6.64) and observing that all contributions coming
from the development of Sy Dy(k)QMy(k)QDy(r)S; vanish due to the fact
that PMy ¢S, = 0, one obtains (5.38).

Notice that Ms(k) has the right structure to apply Lemma 2.3. Consider
first SoMi.9_2Ss. By (b.66) (remember that Sy < S;)

«
SQMI;Q,_QSQ = %SQMQ’_ngQ. (681)

Since Sy < S; and PS; = 0, it follows that PS; = 0 and then (see (£.8))

«

SoMi.5 _9S9 = ———
24Vl1;9, 202 1672

SyTSy = %sgwsg, (6.82)

where T and W are integral operators with integral kernels v(x)(x* — 2x -
y + yHu(y) and v(x)x - yu(y), respectively. Let X; be the operator of
multiplication with z; (x = (z1,22)), j = 1,2, and

0, = S X;v € L*(R?). (6.83)
Then from (6.82) and (6.83):

j=2

«
SaMip 28 = o > (85,10 (6.84)

Jj=1

It follows that SyMj,5 2S5, is positive and of rank at most 2 (one or both ©,
can be zero or they can be linearly dependent). So if T3 is the orthogonal
projection on Ran SoMi.5 25, then

dimRan T3 < 2. (6.85)
Let S5 be the orthogonal projection on Ker SoMj.o 255, i.e.
So = T3 + S5. (6.86)

Writing My (k) as a 2 x 2 matrix according to the decomposition (.86)

My(r) = (“(“) b<”)> , (6.87)

(k) d(k)
where
a(k) = T3 My (k) T3, b(k) = T3M5(k)Ss,
C(/{) = SgMQ(K,)Tg, d(/{) = SgMQ(I{)Sg.
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We compute now Ms(r)™! by using Lemma P.3. For, observe that since
TsMy.9 5Ty is strictly positive on T3L*(R?) and T3My.5 2S5 = 0, a(k) has
the form (B.9) and b(k), ¢(k), d(k) are uniformly bounded as k — 0. We shall
argue now that d(0) must be invertible and then d(k) is invertible for small
enough . Indeed, since (see Remark R.4) for « small, a(x) has a bounded
inverse by reversing the roles of a;; and ags in Lemma £.3, one obtains that
d(x)~! remains bounded in the limit x — 0 if and only if My(x)™" does. But
My (k)™ must remain bounded as k — 0 since otherwise (see (6.69), (6.63),
and (6.79)) the inequality (.I0) will be violated. Then by Lemma .3

My (k)™ =Tsm(k) T — Tym (k) b(k)d(k) 'S5 — Ssd(k) " e(k)m (k) Ty
+ Ssd(k) " te(k)m(k) tb(k)d(k) 1S5 + Ssd(k) 1S3, (6.88)
where
m(k)~" = (a(k) — b(ﬁ)d(ﬁ)_lc(ﬁ))_l : T3L*(R?) — T3L*(R?).  (6.89)
Summing up (6.63), (6.79), and (6.8§), one arrives at the final formula
for M (k)™ (see (£.20)).
As in the one dimensional case the “obstruction” subspaces Ker Sj, j =
1,2,3, are related to zero energy resonances and bound states of H. We

restate some of the results as a Lemma and prove it before we continue with
the proof of the Theorem.

Lemma 6.4. (i) Suppose S; # 0 and let ® € S;L*(R?), ||| = 1. If ¥ is

defined by
1
V(o) =t - [ Inllx - y)e)2)dy (6.90)
™ JRr2
with
1
Cop = a(l), M0@>, (691)
then
wl¥ = @, (6.92)

and in the sense of distributions

HY = 0. (6.93)
Furthermore, ¥ € L>(R?), and
2
T ~
U(x) = 60+ch<x—j>2 +U(x), (6.94)
j=1
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where U € L*(R?) and

1 1
€= "op X% == |

z,;v(x)P(x)dx. (6.95)

(i) Suppose ¥(x) = c+A(x) with c € C and A = Ay +Ay, where A; € LP(R?)
for some p, 2 < p < oo, and Ay € L*(R?). If U satisfies HV = 0 in the
distribution sense, then

d =wl € S, L*(R?). (6.96)

Proof. We give a detailed proof of the results. Assume ® € Ran.S;, and
® # 0. Notice that due to P® = 0 we have

[ = sy = [ b - yl/2)0()e)dy.
R? R2

Let W be given by (6.90) and (6.91)). Then using (6.1) and QM ¢® = 0 we
get

w¥ = Cow + U(U — MO,O)(I)
= Ccow + b — UM07Oq)
= Cow‘l—(D—UPMO’O(D

1
= cow + & — — (v, My P)w
a
= o,
which proves (6.99). Differentiation in the sense of distributions yields (6.93).

We now establish the results in (5.94). It suffices to consider |x| > 4. We
use the following x-dependent decomposition of R2.

Ro={y e R’|[x —y| <2},

Ry ={y e R\Ry||y| > [x|/8,|x| < [x —y[},
Ry ={y e R\ Ry ||yl > |x|/8,]x| > [x — y[},
Ry = {by € R*\Ro | |y| < |x|/8}.

Using P® = 0 once more we have
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Each term is now estimated. For y € Ry we have for any € > 0 the estimate
|In|x —y|| < c|x —y|™°. We also note that (x)*(y)~* is bounded on R,
since 2 < |x| — 2 < |y| there. Thus we have

/ 1n<'x‘y'2>v<y>¢><y>dy\sc x— y [yl o) |2()ldy

Ro

+C [ I x][ () (y) " [o(¥)]|@(y)|dy

<x)™

for some p > 1, due to the assumption on V.
For y € Ry we have |x —y|/|x| > 1, and 2 < |x — y| < 9]y|. Thus

/ (X =Yl >v<y><1><y>dy]sc [ (mlyll+ D)2l
< (x)

for some p > 1.

For y € Ry we use an estimate |In(|x —y|/|x])| < C|x[f|x —y|™* < |y|°
and again get that the contribution from R is estimated by C(x)* for some
w> 1.

Finally we consider the region R3. We write

Now for y € R3 we have

2 I 1 1
<]y] +2M<—+—<—.

v ox-y
~ |x|? x| ~64 4 2

x> [x[?

Taylor’s formula with remainder yields
In(1+h) =h+h%p(h), |h <1,

where |p(h)| < C for |h| < 1. Thus we have

[ ey = -2 [ T Sumewy

Rs |}(|2

Ry [XI?
o [ (Fe-25) sty
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The second and third terms can be estimated by (z)™2. The first term is
rewritten

= )y = -2 | ey

X .
1 / XY y)®(y)dy.
RZ\Rg |X|

On R?\ R3 we have |y| > |x|/8, hence we get a decay estimate of order (x)#
for some p > 1, as above. This completes the proof of (6.94) and (6.97).
Note that we have also established that ¥ € L>(R?).

We now continue to prove part (ii) of the Lemma. Assume that ¥(x) =
c+ A(z), A = Ay + Ay, where Ay € LP(R?) for some p, 2 < p < oo, and
Ay € L*(R?). Assume furthermore that H¥ = 0 in the sense of distributions.
Define ® = wV. Then we have

AV =V = 0o,

Now choose a nonnegative function ¢ € C§°(R?) with support in |x| < 2 and
with ¢(x) = 1 for |x| < 1. Then we compute as follows.

/R2 v(x)@(x)¢(§x)dX:/ (AW)(x)p(0x)dx

R2

_ /R (AN ()05 dx
=9 /R2 A(x)(Ag)(0x)dx.

Using the assumptions on A this leads to an estimate of the absolute value
by
P Anlpl| Al + ][ Azl2]| AL,

which tends to zero as 6 — 0. Using Lebesgue’s dominated convergence
theorem we conclude

/ v(x)P(x)dx =0, or PP =0.
R2

Thus ® € QL*(R?). Define

=) = 5= [ nlx = ¥o(y)2(v)dy.

Then in the sense of distributions we have

AZ = VU = AT,
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which means that ¥ — = is harmonic on R?. The assumptions on ¥ and the
proof of part (i) together show that ¥ — = € L>°(R?) + L*(R?). But then by
well-known properties of harmonic functions in the plane we have ¥ — = = ¢
for some constant. Thus we have proved that

W) =+ 5 [ Inlx = y)o(y)B(y)dy.

Hence
O =wU =cw+UU — Myo)® =cw+ P —UMo®,

or
cv =Ucw = M. (6.97)

Apply P on both sides of (6.97) to get
1
cv = —(v, My o®)v.
!
Since by assumption V' is not identically zero, we conclude
1
C = —<U, M070(b>.
«

We now use QP = & and apply @ to both sides of (6.97) to get

QM(]’()Q(D = 0, or € SlLQ.
This proves part (ii) of the Lemma. O
Remark 6.5. Let us note that most of the results in Lemma B4 have been
obtained in [2] in the [ V(x)dx # 0 case, with different proofs.

We now proceed with the proof of the first part of the Theorem. Recalling
the definitions of the various projections S;, j = 1,2,3, and T}, j = 2,3, and
the self-adjointness of the operators defining the kernels, we immediately get
that

Ran T2 = 51L2 N Ran SlMO’QPM()’()Sl,

which by the definitions of the operators is spanned by the vector
@0 == 81M070U. (698)

We also get that
Ran T3 = SQL2 N Ran SQM27_]_SQ.
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Again using the definitions we get that this space is spanned by
@j = SQX]‘U, ] = 1, 2, (699)

where X; denotes multiplication by the coordinate x;. This proves the first
half of part (i) of the Theorem.
Let us now establish the connection between the eigenspace

N={Uel? HV =0}

and Ran S3. Suppose first that & € Ran S;5. Then ¢ is orthogonal to both
Ran T, and Ran 75, which implies

(0, Myo®) =0, (v, X;8) =0, j=1,2 (6.100)
Now define ¥ by (6.90). Then (£.93), (6.94), and (.100) imply that ¢ € N.

Conversely, assume ¥ € N, and define ® = w¥. Since ¥ € L2, we
can use part (ii) of the Lemma to conclude via (£.94) that ® € S;L?, and
furthermore that (.100) hold for this particular ®. Thus ® € Ran Ss;. The
correspondence is clearly one-to-one and onto, thus dim Ran S; = dim N

Finally, let us establish the decomposition results. Define W, by using
(6.90) with ® = ©y from (£.9§). It follows that (6.94) holds for ¥, with
c1 = ¢o = 0. We conclude that if W, # 0, then ¢y # 0, ¥, € L™ and ¥ & L9,
for any ¢ < ooc.

For j = 1,2 define ¥, ; by taking ® = ©; from (6.99) in (6.90). It follows
from the above results that (v, My ¢©;) = 0. Then we get from (£.94) that
U,; € L9 for all ¢ > 2. If ©; # 0, and consequently ¥, ; # 0, then ¢; # 0,
and ([.94) shows that U, ; & L.

This concludes the proof of the Theorem. O

Remark 6.6. Of course some or all of T5,73,S3 can be zero and in this
case the formula (6.26) takes a simpler form. One can obtain the formula
of M(x)™! in these cases either from specialising (f.26) or by repeating the
procedure which led to (6.26). Let us mention that the two ways can lead to
formulae which looks different but they are the same due to various identities.
Consider, for example, that 7, = T3 = 0 i.e. S; = S3 (no zero energy
resonances). Then formula (f.26) gives (remember that in this case S; =

SQ - 53)
M(k)™ = (M(k) 4+ S1)7
—g(r)(M (k) + S1) " tS (M (k) + S1) 1S (M (k) 4+ S1)
- ’”ﬁf) (M (k) + S1)" Sy (My (k) + S1) 1S x

x S1d(k) 1S (M (k) 4 S1)tS (M (k) 4+ S1) 7, (6.101)
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while the procedure stops after the first application of Corollary 2.3, which
gives

M(k)™ = (M(k) + 1)

6.102
— g(k) (M (k) 4+ S1) 1S My (k) 1S (M (k) + S1) 7 ( )

Now (see the definitions of Ty and T3) My,00 = M2 2 =0, i.e.
Ml(:‘i) = 52?771(M1;27,1 + .. ) = /€2?771M1;2’,1</€). (6103)

Since g(k)k*n_1 = O(k?), My.o_; and then M (k) must be invertible, so
that one obtains finally

-1 _ o ) -1 Ui o ) -1
M(k)™ = (M(k) + 51) rg(ﬁ)(M()JrS) x (6.104)
X 81M1;27_1(/€)_181(M(l€> + Sl)_l.

Still (6.101)) and (.104) are identical, since by Corollary .2

My (k)" = (Mi(k) + S1)~"

+ L0 (e) + 81 Sud) S (M) + 51) (6.105)

One particular case of the above results is of separate interest. It is a
computation of the singular part of M(x)™! in the case when there are no
zero energy resonances. In this case (see Theorem (.2) 7o = T3 = 0 or in
other words S7 = Sy = S3 = 5, where S is the orthogonal projection onto
Ran S5, which is isomorphic to the subspace of zero energy bound states.

We compute just the leading term, expanding the good expressions ob-
tained in the theorem.

Proposition 6.7. Assume T, =T5 =0 and let S = S3. Let
Mmooy = SMapS, (6.106)
2
Mu_1 = SMy_1S + E”SMQ,_lPMQ,_ls. (6.107)

Then (as an operator in SL*(R?)) 1ay is invertible and
M(k)™ = K™%y — 0~ g gtitg 11y + O(1). (6.108)

The range Ranmg_; is spanned by the functions Sx?v, Sxiv, and Szixav.
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Proof. The reason for the simple form of (p.108) is that many terms in the
expansion vanish. We have to use that

PS=SP =0, (6.109)

and that in the given case
@0 = SMQ()?J = 0, (6110)
0,=5SX;v=0, j=1,2. (6.111)

Now (6.109)—(p.111]) imply that the following operators are zero:
SM(]’()P - PM07()S - SM27,15 - SM27,1Q - QMQ},DS’ - O (6112)

We compute M (k)" using (6.61), (6.63), (6.61)), and (§.62). We start by
computing Dy(k) up to O(x*). With the notation

QAQ = A9, Dy(0) = Doy = (M +9)7", (6.113)
one has
Do(k) = (M9(x) + 5)™
=Dy — /127)71D0,0M26,2_1D0,0 — /12D0,0M26,20D0,o
+ I€477_2D070M§_1D0,0M2€2—1D0,0
+ 547]71[DO,OM2Q,—1D0,OM2Q,ODO,O
+ Do oM3%y Doy My’ Doy — DooMy>_Dog) + O(x*).  (6.114)

From (b.114), (6.112), and the fact that

QS=SQ =S, DyyS=SDy=05, (6.115)

one obtains
SDy(k)S =S — K*SMyS — k' 'SM, 1S + O(k*), (6.116)
SDy(k)Q = S + O(K?), (6.117)
QDy(K)S = S + O(x?). (6.118)

We compute now M (k) from (5.68):
M(k) = S — SDy(k)S — g(r) 1S Dy (k) QMo (k) PMo(x)QDy(k)S.
Taking into account that
9(r) ™ = =—n+O0p),
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and also (b.112) and (B.113), one gets

— g(k) ' SDo(K)Q Mo (k) PMy(k)QDo(k)S

2
= I€47’]_1—7TSM27_1PM27_1S + O(/i4),
(0%

which together with (5.116) gives

- 2
Mi(k) = K*SMaoS + k'n ' (SMy 1S + EWSMQ,APMQ,AS) + O(k")

= Mg ok® + My 1kt + O(KY). (6.119)

From g(k)~" ~ n and (E.IT7)~(6.118) one has (see (B.61))
(M(k)+S)™*S = S + O(K?), (6.120)
S(M(k)+8)' =5+ O(x). (6.121)
Since (M (k)+S)~' = O(1), the proposition follows from (§.67), and (B.119)-

E121).

The last result follows from the definitions of the operators and the as-
sumption that T, = T3 = 0. 0

Remark 6.8. The invertibility of the operator ms( was obtained from the
general singularity argument in the proof of Theorem [6.2, see the discussion
before (f.88) concerning the invertibility of d(0).

Let us briefly indicate how this result can be proved directly. We give the
discussion in the context of Proposition B.1. Let F, denote the orthogonal
projection onto the eigenspace of eigenvalue zero of H. Then we claim that

P()U)MZ()U}PO = P(). (6122)
This is seen as follows. Let ¥y, ¥y € L*(R). Using the definitions we get
<\IJ1, PowM270U)P0\IJ2>

1
= lim — (U, Pywv(Hy + k%) T MowPyWy + Pow(U — My o)wPyWs).
r—0 K

Computing the right hand side in Fourier space (see similar computation in

[R, Lemma 2.6]) and using the results from Lemma [.4, one finds that the

limit equals (Wy, PyWs). The rather lengthy computations are omitted.
Using this result one then finds that

1y = whw. (6.123)

41



Example 6.9. Let us give a few examples. First we note that Example B.7
has an immediate generalization to dimension two. Let < 0. Then ¥ =
e~ is a zero resonance eigenfunction of s-wave type, and the potential is
in this case

Va(x) = 0°x* ()7 = 20(x)"% — B(6 — 2)x*(x)" 7.

It is also easy to give examples where we have resonances of p-wave type.

Let
-8

(1+af +23)*

Then —A 4+ V has a zero resonance of p-wave type with resonance functions

Wy (x)

V(x) =

T
1+ 22 4+ 23’

X2

v -
1(%) 1+ 22 + 23

Concerning zero eigenvalues, then taking V' to depend only on r = |x]| it is
easy to construct potentials, for example a well, where we have zero eigen-
values. In particular, Proposition b.7 shows that only solutions with angular
momentum 2 (d-wave type) will have a nonzero second term in the expansion

(BI09).

7 Further results and generalizations

In this section we give some further results and then discuss some possible
generalizations of the results obtained above.

Let us first note the following result on the expansion coefficients. The
result applies to all coefficients that can be obtained for a given V. We also
note that the proof applies to all dimensions.

Proposition 7.1. (i) The coefficients in the asymptotic expansion of M (k)"
are bounded self-adjoint operators.

(ii) The coefficients in the asymptotic expansion of Im M (k)™!, for Rex = 0,
are finite rank operators.

Remark 7.2. Let E()) denote the spectral family of H. The second result
and ([.8) then show that the coefficients in the asymptotic expansion of
wE (Nw, A | 0, are finite rank operators.

Proof. For a given V with a specified decay rate we have expansions up
to an order p. The results hold for the coefficients in this expansion. For
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Kk € (0, ko) the operator M (k) is self-adjoint and therefore M (x)~! is also self-
adjoint. But then uniqueness of the expansion coefficients in an asymptotic
expansion gives the result. Note that uniqueness holds, once we have fixed
the asymptotic family of functions to be used in the expansion.

To prove (ii) we first note that (£.5) implies

2i ImwM (k) w = wM (k) " w — w(M (k) ™) *w (7.1)

= wM (k) v (Ro(—K*) — Ro(—r*)*) v(M (k)" )'w
It follows from the formulae in Section B for the kernel of the free resol-
vent in various dimensions that the terms in the expansion of v(Ry(—r?) —
Ro(—~k?)*)v, for k purely imaginary, all are finite rank operators, since for
dimensions m > 5, m odd, the expansions do not contain terms |x — y|*
for p < 0, due to [, Lemma 3.3], and the similar result for even dimensions,
m > 6, given in [, (3.10)]. The result (ii) then follows from ([.1]) and the
existence of the asymptotic expansion of M (x)~1. O

Let us now consider the question of extending the class of potentials V.
As mentioned previously, it is just a matter of technicalities to extend the
results to V' (x) such that V' is a quadratic form perturbation of Hy, and with
sufficient decay in x.

It is also possible to include certain classes of non-local potentials. For
example, one can assume that the operator V has a factorization V' = vUv
with v self-adjoint, and with suitable mapping properties, and with U satis-
fying U? = I. But here the analysis of the possible null spaces arising in the
reduction process is different and requires a different approach. For example,
in the one-dimensional case with a local potential there can be at most one
zero resonance function, and no L?-eigenvalue, as proved in Theorem [.2.
But with a non-local potential one can have two linearly independent zero
resonance functions, and simultaneously an L?-eigenvalue of arbitrarily large
(finite) multiplicity. A study of this case has been initiated in [T, I2].

More general operators can also be treated by the approach used here,
including non-self-adjoint perturbations, as in [I3]. The analysis of the ker-
nels and their relation to the original operator may be complicated in this
case.

A class of two-channel Hamiltonians can easily be analyzed with the tech-
nique developed in Section B. Details will be given elsewhere.
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