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Abstract

The paper presents a posteriori error estimators for the stationary Stokes prob-
lem. We consider anisotropic finite element discretizations (i.e. elements with very
large aspect ratio) where conventional, isotropic error estimators fail.

Our analysis covers two- and three-dimensional domains, conforming and non-
conforming discretizations as well as different elements. This large variety of settings
requires different approaches and results in different estimators. Furthermore many
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Lower and upper error bounds form the main result with minimal assumptions on
the elements. The lower error bound is uniform with respect to the mesh anisotropy
with the exception of nonconforming 3D discretizations made of pentahedra or hex-
ahedra. The upper error bound depends on a proper alignment of the anisotropy of
the mesh which is a common feature of anisotropic error estimation.

In the special case of isotropic meshes, the results simplify, and upper and lower
error bounds hold unconditionally. Some of the corresponding results seem to be novel
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The numerical experiments confirm the theoretical predictions and show the use-
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1 Introduction

In this paper we consider the stationary Stokes problem with Dirichlet boundary conditions:
given a (vector) function f find a vector function u , the velocity of the fluid and a (scalar)
function p, the pressure, satisfying

−∆u +∇p = f in Ω
div u = 0 in Ω

u = 0 on ∂Ω.







(1)

In certain situations the solution has strong directional features, for example edge singulari-
ties. Such a so-called anisotropic solution occurs e.g. for concave edges in three dimensional
domains, cf. [ANS01b]. Then it is natural to reflect the anisotropy in a suitable finite ele-
ment discretization by using so-called anisotropic elements. These are stretched elements
where the aspect ratio can be very large, i.e. the ratio of the radii of the circumscribed
and inscribed sphere is (potentially) unbounded. Although this is in contrast with the
conventional, isotropic theory, the use of anisotropic discretizations allows to achieve the
same accuracy with (much) less degrees of freedom. For more details see [Ape99] and the
citations therein.

Here we are concerned with a posteriori error estimators which are vitally important for
adaptive algorithms and quality control. Particular emphasis is given to the Stokes problem
in 3D domains since anisotropic solutions arise there generically. Furthermore we also treat
nonconforming discretizations because they are frequently applied and (comparatively)
simple to implement.

There has been much research for a posteriori error estimators for isotropic discretiza-
tions of the Stokes problem (mainly for 2D domains), cf. [Ver89, BW90, DDP95, AO97,
KS00, CF01] to name but a few. On anisotropic meshes, however, these isotropic esti-
mators usually fail since the lower and upper error bound differ by a factor which is (at
most) proportional to the aspect ratio of the anisotropic elements. This potentially un-
bounded factor renders the isotropic, conventional estimators useless. Hence in the last
decade there has been increasing research to find adapted estimators for anisotropic meshes,
cf. [Sie96, Kun99, Kun00, Kun01, FPZ01, DGP99, Ran01]. It turns out that the upper
error bound is the crucial issue which involves a proper alignment of the anisotropic mesh,
see e.g. [Kun00]. Thus we may examine the existing approaches to derive upper error
bounds for the Stokes problem on isotropic meshes. One encounters just a few techniques
(which can partially overlap):

• the residual error estimator method for conforming approximations based on the
continuous inf-sup condition [Ver89, KS00],

• the residual error estimator method for nonconforming approximation based on the
continuous inf-sup condition (applied to the pressure error alone) and on a Helmholtz
like decomposition of the error [DDP95, CF01]1,

1The paper [Ver91] has a similar aim but the consistency error (which is related to tangential gradient
jumps) is omitted although it is not of higher order in general.

1
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• the hierarchical basis method based on a saturation assumption [Ban98, Ran01],

• the local residual method which requires the solution of local Stokes problems [Ver89,
BW90, KS00], or of local Poisson problem [AO97, JL00],

• error estimation by duality arguments [Joh98, Bec00, Bur01].

Our goal here is to extend the residual error estimator methods to anisotropic meshes in 2D
and 3D domains and to both conforming and nonconforming discretizations. We endeavour
to identify minimal assumptions on the elements in order to obtain an equivalence between
the error norm and the residual error. This approach allows to make an unified analysis
and to extend former results obtained for particular elements on isotropic meshes to a large
class of elements on isotropic and anisotropic meshes.

The paper is organized as follows. Section 2 introduces the problem and some notation.
The discretization (as a mixed formulation) and general conditions on the mesh and the
element pairs are given in Section 3. Section 4 is devoted to analytical tools. The specific
anisotropic interpolation estimates are particularly important. It turns out that an aniso-
tropic mesh should be well aligned with the anisotropic solution. This demand seems to
be an inherent feature of anisotropic discretizations and error estimates. In Section 5 we
present several examples of element pairs that are covered by our analysis. To our knowl-
edge, some of these elements are new. The actual error bounds are given in Section 6.
For the upper error bound, we additionally distinguish between conforming and noncon-
forming discretization. While all these considerations are made for anisotropic meshes, we
simplify the results for the case of an isotropic discretization in Section 6.4. There several
restrictions for anisotropic elements disappear. The numerical experiments of Section 7
confirm our theoretical predictions.

Our exposition treats the two dimensional case (d = 2) as well as the three dimensional
case (d = 3). Where both cases require a different treatment, we present the 2D case and
list the modifications for the 3D case.

2 Preliminaries and notation

Let us fix a bounded domain Ω of Rd, d = 2 or 3, with a Lipschitz boundary, and consider
the Stokes problem (1). To obtain the corresponding weak formulation, introduce the
spaces

V = [H1
0 (Ω)]

d := {v ∈ [H1(Ω)]d : v = 0 on ∂Ω},

Q = L2
0(Ω) := {q ∈ L2(Ω) :

∫

Ω

q = 0},

and the bilinear forms

a(u , v) :=

∫

Ω

∇u : ∇v, b(v, q) := −
∫

Ω

qdiv v,
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where here and below ∇u means the matrix (∂jui)1≤i,j≤d (i being the index of row and j
the index of column). We use the standard notation for the contraction of two matrices A
and B , i.e.,

A : B :=
d
∑

i,j=1

AijBij.

The norm and seminorm of the standard Sobolev space H1(D) is denoted by ‖ · ‖H1(D) and
| · |H1(D), respectively. The L2(D) norm is denoted by ‖ · ‖D. In the case D = Ω, we will
drop the index Ω.

According to Theorem I.5.1 of [GR86], for f ∈ L2(Ω)d, there exists a unique solution
(u , p) ∈ V ×Q of

a(u , v) + b(v, p) = (f , v) ∀v ∈ V,
b(u , q) = 0 ∀q ∈ Q,

}

(2)

where (·, ·) means the inner product in [L2(Ω)]d or in L2(Ω) according to the context.
We end this section with some notation and some partial integrations that will be

used in the remainder of the paper. The notation u (resp. A ) means that the quantity u
(resp. A) is a vector (resp. a matrix).

In 2D, the curl of a scalar function w is given as usual by curl w := (−∂2w, ∂1w)>. For
a vector function w, we define curl w rowwise:

curl w :=

[

(curl w1)
>

(curl w2)
>

]

=

[

−∂2w1 ∂1w1

−∂2w2 ∂1w2

]

.

In 3D, the curl of a vector function w is given as usual by curl w := ∇ × w. For a
matrix function w we define curl w as well as Matrix × n rowwise:

curl w :=





(curl row 1)
>

(curl row 2)
>

(curl row 3)
>



 Matrix × n :=





(row 1 × n)>

(row 2 × n)>

(row 3 × n)>



 .

Let us recall standard Green’s formula in d spatial dimensions: for ω ⊂ Rd with a
Lipschitz boundary, for any q ∈ H1(ω); v ∈ [H2(ω)]d, w ∈ [H1(ω)]d, we have

∫

ω

∇v : ∇w +∆v · w =

∫

∂ω

∇v n · w (3)
∫

ω

qI : ∇w +∇q · w =

∫

∂ω

qIn · w, (4)

where n means the outer normal vector along ∂ω.
By (4), in 2D we then have for all v, w ∈ [H1(ω)]2:

∫

ω

∇v : curl w =

∫

∂ω

(∇v t) · w = −
∫

∂ω

v · (∇w t) =

∫

∂ω

v · (curl w n), (5)
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where t is the (positively oriented) unit tangent vector along ∂ω.
Similarly in 3D, for any v ∈ [H1(ω)]3, w ∈ [H1(ω)]3×3 it holds

∫

ω

∇v : curl w =

∫

∂ω

(∇v × n) : w =

∫

∂ω

v · (curl w n). (6)

Finally, let Pk and Qk be the space of polynomials of total and partial degree not larger
than k, respectively. In order to avoid excessive use of constants, the abbreviations x . y
and x ∼ y stand for x ≤ cy and c1x ≤ y ≤ c2x, respectively, with positive constants
independent of x, y or T .

3 Discretization

3.1 Discretization of the domain Ω

The domain Ω is discretized by a conforming mesh T , cf. [Cia78]. In 2D, all elements
are either triangles or rectangles. In 3D the mesh consists either of tetrahedra, of rectan-
gular hexahedra, or of rectangular pentahedra (i.e. prisms where the triangular faces are
orthogonal to the rectangular faces), cf. also the figures of Section 3.3.

Elements will be denoted by T , Ti or T
′, its edges (in 2D) or faces (in 3D) are denoted by

E. The set of all (interior and boundary) edges (2D) or faces (3D) of the triangulation will
be denoted by E . In 3D we further use the set of all rectangular faces of the triangulation
that we shall denote by E¤ . Let x denote a nodal point, and let NΩ be the set of internal
nodes of the mesh. The measure of an element or edge/face is denoted by |T | := measd(T )
and |E| := measd−1(E), respectively.

For an edge E of a 2D element T introduce the outer normal vector by n = (nx, ny)
>.

Similarly, for a face E of a 3D element T set n = (nx, ny, nz)
>. Furthermore, for each

face E we fix one of the two normal vectors and denote it by nE . In the 2D case introduce
additionally the tangent vector t = n⊥ := (−ny, nx)> such that it is oriented positively
(with respect to T ). Similarly set tE := n⊥E.

The jump of some (scalar or vector valued) function v across a face E at a point y ∈ E
is then defined as

[[v(y )]]
E
:=

{

lim
α→+0

v(y + αnE)− v(y − αnE) for an interior face E,

v(y) for a boundary face E.

Note that the sign of [[v]]E depends on the orientation of nE. However, terms such as a
gradient jump [[∇v nE]]E are independent of this orientation.

Furthermore one requires local subdomains (also known as patches). As usual, let ωT
be the union of all elements having a common face with T . Similarly let ωE be the union
of both elements having E as face (with appropriate modifications for a boundary face).
By ωx we denote the union of all elements having x as node.



3.2 Discrete mixed formulation 5

If we have v ∈ [H1(T )]d for all T in T , then we can define a broken gradient norm on
a subset ω of Ω by :

‖∇T v‖2ω :=
∑

T⊂ω
‖∇v‖2T .

Later on we specify additional, mild mesh assumptions that are partially due to the
anisotropic discretization.

3.2 Discrete mixed formulation

We assume a given velocity (resp. pressure) approximation space Vveloc (resp. Qpre) made
of polynomials on each element T of the triangulation T and such that Qpre ⊂ Q (but not
necessarily Vveloc ⊂ V ). A precise description of the properties that these approximation
spaces Vveloc and Qpre have to satisfy is given in Section 3.4. Moreover many examples of
suitable spaces are presented in Section 5.

Since the velocity approximation space Vveloc may not be included in the velocity space
V , we define the approximate solution by using the weaker bilinear forms ah(., .) and bh(., .):

ah(u , v) :=
∑

T∈T

∫

T

∇u : ∇v, ∀u , v ∈ Vveloc, (7)

bh(u , q) := −
∑

T∈T

∫

T

q div u , ∀u ∈ Vveloc, q ∈ Qpre. (8)

The mixed finite element formulation reads now: Find uh ∈ Vveloc, ph ∈ Qpre, such that

ah(uh, vh) + bh(vh, ph) = (f , vh) ∀vh ∈ Vveloc,

bh(uh, qh) = 0 ∀qh ∈ Qpre.

}

(9)

The space Vveloc is equipped with the seminorm ‖v‖1,h := ‖∇T v‖Ω = a
1/2
h (v, v).

For v ∈ [H1
0 (Ω)]

d ∩ Vveloc we can subtract (2) and (7) to obtain the ‘Galerkin orthogo-
nality’ relation

∫

Ω

∇T e : ∇v −
∫

Ω

ε div v = 0 ∀ v ∈ [H1
0 (Ω)]

d ∩ Vveloc, (10)

where here and below, the error in the velocity and in the pressure are respectively defined
by

e := u − uh, ε := p− ph.

3.3 Finite element domains T and reference domains

In our exposition T can be a triangle or rectangle (2D case), or a tetrahedron, a (rectan-
gular) hexahedron, or a prismatic pentahedron (3D case).
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Parts of the analysis require reference elements T̄ that can be obtained from the ac-
tual element T via some affine linear transformation. The table below lists the reference
elements for each case. Furthermore for an element T we define 2 or 3 anisotropy vec-
tors p i,T , i = 1 . . . d, that reflect the main anisotropy directions of that element. These
anisotropy vectors are defined and visualized in the table below as well.

Element T Reference element T̄ Anisotropy vectors p i,T

Triangle 0 ≤ x̄, ȳ
x̄+ ȳ ≤ 1

p 1,T longest edge
p 2,T height vector

Rectangle 0 ≤ x̄, ȳ ≤ 1 p 1,T longest edge
p 2,T height vector

Tetrahedron 0 ≤ x̄, ȳ, z̄
x̄+ ȳ + z̄ ≤ 1

p 1,T longest edge
p 2,T height in largest face

that contains p 1,T

p 3,T remaining height

Hexahedron 0 ≤ x̄, ȳ, z̄ ≤ 1 p 1,T longest edge
p 2,T height in largest face

that contains p 1,T

p 3,T remaining height

Pentahedron (Prism) 0 ≤ x̄, ȳ, z̄ ≤ 1
x̄+ ȳ ≤ 1

longest edge in triangle;
height in triangle;
height over triangle (see
figure)

The anisotropy vectors p i,T are enumerated such that their lengths are decreasing,
i.e. |p 1,T | ≥ |p 2,T | ≥ |p 3,T | in the 3D case, and analogously in 2D. The anisotropic lengths
of an element T are now defined by

hi,T := |p i,T |
which implies h1,T ≥ h2,T ≥ h3,T in 3D. The smallest of these lengths is particularly
important; thus we introduce

hmin,T := hd,T ≡ min
i=1...d

hi,T .

Finally the anisotropy vectors p i,T are arranged columnwise to define a matrix

CT := [p 1,T , p 2,T ] ∈ R2×2 in 2D

CT := [p 1,T , p 2,T , p 3,T ] ∈ R3×3 in 3D.

}

(11)
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Note that CT is orthogonal since the anisotropy vectors p i,T are orthogonal too, and

C>TCT = diag{h2
1,T , . . . , h

2
d,T}.

Furthermore introduce the height hE,T over an edge/face E of an element T by

hE,T :=
|T |
|E| ·















1 T is rectangle or hexahedron
d T is triangle or tetrahedron
1 for triangular face E of pentahedron T
2 for rectangular face E of pentahedron T .

In 3D, we further need the minimal size %(E) of a rectangular face E ∈ E¤ , i.e., %(E)
is the smallest of the lengths of the edges of E.

3.4 Requirements on the mesh and the elements

Mesh assumptions:
The mesh has to satisfy some mild assumptions.

• The mesh is conforming in the standard sense of [Cia78].

• A node x j of the mesh is contained only in a bounded number of elements.

• The size of neighbouring elements does not change rapidly, i.e.

hi,T1 ∼ hi,T2 ∀i = 1 . . . d,∀T1 ∩ T2 6= ∅.

Sometimes it is more convenient to have face related data instead of element related data.
Hence for an interior face E = T1 ∩ T2 we introduce

hmin,E :=
hmin,T1 + hmin,T2

2
and hE :=

hE,T1 + hE,T2
2

.

For boundary faces E ⊂ ∂T simply set hmin,E := hmin,T , hE := hE,T . The last assumption
from above readily implies

hE ∼ hE,T1 ∼ hE,T2 and hmin,E ∼ hmin,T1 ∼ hmin,T2 .

Note that in 3D and for a face E ∈ E¤ , hmin,E has no direct relation with %(E).

General Assumptions:
In our analysis, a Clément type interpolation operator I0Cl plays a vital role. Although

the precise definition will be postponed until Section 4.2, we briefly describe the image
space of this operator. Roughly speaking, its functions are continuous and piecewise linear
for triangles and tetrahedra T , and piecewise bi-/trilinear for rectangles/hexahedra. For a
detailed description (and the definition for pentahedra) see Section 4.2. From now on, we
use the notation

V 0
Cl := [Im(I0Cl)]

d

for the Clément interpolation space.
The general conditions are now as follows.
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(G1) The velocity space Vveloc is large enough such that it contains the Clément interpo-
lation space, i.e. [Im(I0Cl)]

d ≡ V 0
Cl ⊂ [H1

0 (Ω)]
d ∩ Vveloc.

(G2) In order to obtain robust discrete solutions, the element pairs have to be stable
(i.e. the discrete inf-sup condition is satisfied). Note that this condition is not neces-
sary to prove error bounds, but in particular it guarantees existence and uniqueness
of the discrete solution of (9).

We remark here that an accurate nonconforming discretizations also requires a small con-
sistency error. For some of the example element pairs below, this has been proven already,
cf. [ANS01b] for example. Nevertheless this question is not of primary interest in our work.

Crouzeix-Raviart property for nonconforming approximation:

For nonconforming approximation we require the “Crouzeix-Raviart” property:

(CR)

∫

E

[[uh]]E = 0 ∀uh ∈ Vveloc, E ∈ E .

Note that for boundary faces E this simplifies to
∫

E
uh = 0 .

4 Analytical tools

4.1 Bubble functions, extension operator, inverse inequalities

For the analysis we require bubble functions and extension operators that satisfy certain
properties. We start with the reference element T̄ and define an element bubble func-
tion bT̄ ∈ C(T̄ ). We also require an edge bubble function bĒ,T̄ ∈ C(T̄ ) for an edge Ē ⊂ ∂T̄
(2D case), and a face bubble function bĒ,T̄ ∈ C(T̄ ) for a face Ē ⊂ ∂T̄ (3D case). Without
loss of generality assume that Ē is on the x̄ axis (2D case) or in the x̄ȳ plane (tetrahedral
and hexahedral case). For the pentahedral case, the triangular face Ē4 is also in the x̄ȳ
plane but the rectangular face Ē¤ is in the x̄z̄ plane.

Furthermore an extension operator Fext : C(Ē)→ C(T̄ ) will be necessary that acts on
some function vĒ ∈ C(Ē). The table below gives the definitions in each case. For vector
valued functions apply the extension operator componentwise.
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Ref. element T̄ Bubble functions Extension operator

bT̄ := 33x̄ȳ(1− x̄− ȳ)
bĒ,T̄ := 22x̄(1− x̄− ȳ)

Fext(vĒ)(x̄, ȳ) := vĒ(x̄)

bT̄ := 24x̄(1− x̄)ȳ(1− ȳ)
bĒ,T̄ := 22x̄(1− x̄)(1− ȳ)

Fext(vĒ)(x̄, ȳ) := vĒ(x̄)

bT̄ := 44x̄ȳz̄(1− x̄− ȳ − z̄)
bĒ,T̄ := 33x̄ȳ(1− x̄− ȳ − z̄)

Fext(vĒ)(x̄, ȳ, z̄) := vĒ(x̄, ȳ)

bT̄ := 26x̄(1− x̄)ȳ(1− ȳ)z̄(1− z̄)
bĒ,T̄ := 24x̄(1− x̄)ȳ(1− ȳ)(1− z̄)

Fext(vĒ)(x̄, ȳ, z̄) := vĒ(x̄, ȳ)

bT̄ := 3322x̄ȳ(1− x̄− ȳ)z̄(1− z̄)
bĒ,T̄ ,4 := 33x̄ȳ(1− x̄− ȳ)(1− z̄)
bĒ,T̄ ,¤ := 24x̄(1− x̄− ȳ)z̄(1− z̄)

Fext(vĒ4
)(x̄, ȳ, z̄) := vĒ4

(x̄, ȳ)
Fext(vĒ¤ )(x̄, ȳ, z̄) := vĒ¤ (x̄, z̄)

The element bubble function bT for the actual element T is obtained simply by the
corresponding affine linear transformation. Similarly the edge/face bubble function bE,T is
defined. Later on an edge/face bubble function bE is needed on the domain ωE = T1 ∪ T2.
This is achieved by an elementwise definition, i.e.

bE|Ti
:= bE,Ti

, i = 1, 2.

Analogously the extension operator is defined for functions vE ∈ C(E). By the same
elementwise definition obtain then Fext(vE) ∈ C(ωE). With these definitions one easily
checks

bT = 0 on ∂T, bE = 0 on ∂ωE, ‖bT‖∞,T = ‖bE‖∞,ωE
= 1.

Next, one requires so-called inverse inequalities. They can only be expected to hold in
some finite dimensional space. The choice Pk covers all relevant cases of our analysis.

Lemma 4.1 (Inverse inequalities) Let E ⊂ ∂T be an edge/face of an element T . Con-
sider vT ∈ Pk0(T ) and vE ∈ Pk1(E). Then the following equivalences/inequalities hold.
The inequality constants depend on the polynomial degree k0 or k1 but not on T , E or vT ,
vE.

‖vT b1/2T ‖T ∼ ‖vT‖T (12)

‖∇(vT bT )‖T . h−1min,T‖vT‖T (13)

‖vEb1/2E ‖E ∼ ‖vE‖E (14)

‖Fext(vE)bE‖T . h
1/2
E,T‖vE‖E (15)
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‖∇(Fext(vE)bE)‖T . h
1/2
E,Th

−1
min,T‖vE‖E (16)

‖curl (Fext(vE)bE)‖T . h
1/2
E,Th

−1
min,T‖vE‖E (only in 3D.) (17)

Proof: The proof employs scaling techniques but now with transformations that are specif-
ically tailored for anisotropic elements. For the rectangular and hexahedral case, details
are given in [Sie96, Lemma 5.1]. The more sophisticated triangular and tetrahedral case is
treated in [Kun99, Section 2.3.3] (for k0 = 0 and k1 = 1). The ideas presented there can
be extended to cover the remaining cases as well.

4.2 Clément interpolation

For the analysis we require some interpolation operator that maps a function from H 1
0 (Ω)

to some continuous, piecewise polynomial function V 0
Cl. Hence Lagrange interpolation

is unsuitable, but Clément like interpolation techniques have proven to be useful. The
image space V 0

Cl will be given by means of its basis functions. To this end denote by FT
temporarily that affine linear transformation that maps the reference element T̄ onto the
actual element T . For simplicity we describe the interpolation for scalar functions; for
vector valued functions the interpolation acts componentwise.

The basis function ϕj associated with a node x j is now uniquely determined by the
condition

ϕj(x i) = δji ∀x i ∈ NΩ,

and by the polynomial space of ϕj|T :

Finite element domain T Local space PT of ϕj|T ◦ FT
Triangle, Tetrahedron P1(T̄ )

Rectangle, Hexahedron Q1(T̄ )

Pentahedron span{1, x̄, ȳ, z̄, x̄z̄, ȳz̄}
Then V 0

Cl is defined as the space spanned by the functions ϕj, for all interior nodes xj ∈ NΩ.
Equivalently, it can be expressed as

V 0
Cl := {vh ∈ C(Ω) : vh = 0 on ∂Ω, vh|T ◦ FT ∈ PT} ⊂ H1

0 (Ω), (18)

with FT ,PT as above. With the exception of the pentahedron, the space V 0
Cl consists of

the usual continuous and piecewise linear, bilinear or trilinear functions, respectively.
Next, the Clément interpolation operator will be defined via the basis functions ϕj ∈ V 0

Cl.

Definition 4.2 (Clément interpolation operator) Consider an interior node x j ∈
NΩ and the patch ωx j

≡ supp(ϕj), cf. Section 3.1. Define the local L2 projection op-
erator Pj : L

2(ωx j
)→ P0(ωx j

) by
∫

ωx j

(v − Pjv)w = 0 ∀w ∈ P0(ωx j
).



4.2 Clément interpolation 11

For vector valued functions v ∈ [L2(ωx j
)]d define the projection componentwise.

Then define the Clément interpolation operator I0Cl : H
1
0 (Ω)→ V 0

Cl ⊂ H1
0 (Ω) by

I0Clv :=
∑

x j∈NΩ
Pj(v)(x j)ϕj.

This operator I0Cl acts on functions from H1
0 (Ω) and preserves zero boundary values.

Occasionally we also require an interpolation operator for functions from H 1(Ω), i.e.
without specified boundary values. To this end denote temporarily the set of boundary nodes
by NΓ and define

IClv :=
∑

x j∈NΩ∪NΓ
Pj(v)(x j)ϕj.

For vector or matrix valued functions act componentwise again.

From now on, V 0
Cl will always be the space of vector valued functions.

The interpolation error estimates on anisotropic triangulations are different to the
isotropic case. Roughly speaking, the anisotropic elements have to be aligned with the
anisotropy of the function in order to obtain sharp estimates. To this end we define an
alignment measure which measures the alignment of mesh and function.

Definition 4.3 (Alignment measure) Let v ∈ [H1(Ω)]d be a vector valued function,
and T be a triangulation. The alignment measure m1( · , · ) is then defined by

m1(v, T ) :=

(

∑

T∈T
h−2min,T‖∇v · CT‖2T

)1/2

‖∇v‖ . (19)

For a matrix valued function s = (si,j)
3
i,j=1 ∈ [H1(Ω)]3×3 the definition is componentwise,

i.e.

m1(s, T ) :=

(

∑

T∈T
h−2min,T

3
∑

i,j=1

‖(∇si,j)
> · CT‖2T

)1/2

(

∑

T∈T

3
∑

i,j=1

‖∇si,j‖2T
)1/2

.

The influence of the alignment measure can be observed immediately in the interpolation
estimates below and in the upper error bounds of Section 6.3. For a better understanding
we discuss here the behaviour of the alignment measure. The structure of the matrix CT

from (11) readily gives the crude bounds

1 ≤ m1(v, T ) ≤ max
T∈T

hmax,T
hmin,T

,

where hmax,T ≡ h1,T temporarily denotes the largest element dimension. Although this
bound is practically useless, it implies an interesting by-product for isotropic meshes. There
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one concludes m1(v, T ) ∼ 1, and the alignment measure merges with other constants and
thus ‘vanishes’.

For anisotropic meshes the term∇v·CT of (19) contains directional derivatives along the
main anisotropic directions p i,T of the element T (since CT = [p 1,T , p 2,T , p 3,T ], see (11)).
Consider first anisotropic elements that are aligned with an anisotropic function v. Then
the long anisotropic element direction p 1,T is associated with a small directional deriva-
tive ∇v · p 1,T . Conversely, the short direction p 3,T has a comparatively large directional
derivative ∇v · p 3,T . Consequently the numerator and denominator of m1(v, T ) will be
balanced, and m1(v, T ) ∼ 1. Supplementary details are given in [Kun02].

If the anisotropic mesh is not aligned with an anisotropic function v then similar con-
siderations imply that the numerator and denominator of m1(v, T ) are no longer balanced,
and thus m1(v, T )À 1.

Summarizing, the better the anisotropic mesh T is aligned with an anisotropic func-
tion v, the smaller m1(v, T ) will be. This results in sharper error bounds.

Finally we state the interpolation estimates.

Lemma 4.4 (Clément interpolation estimates) For all functions v0 ∈ [H1
0 (Ω)]

d and
v ∈ [H1(Ω)]done has

∑

T∈T
h−2min,T‖v0 − I0Clv

0‖2T . m2
1(v

0, T ) ‖∇v0‖2 (20)

∑

E∈E

hE
h2
min,E

‖v0 − I0Clv
0‖2E . m2

1(v
0, T ) ‖∇v0‖2 (21)

∑

E∈E

hE
h2
min,E

‖v − IClv‖2E . m2
1(v, T ) ‖∇v‖2 (22)

∑

E∈E

hE
h2
min,E

‖IClv −MEIClv‖2E . m2
1(v, T ) ‖∇v‖2, (23)

whereME is the face mean operator, i.e.,MEv := |E|−1
∫

E
v.

For matrix valued functions v all inequalities hold likewise.

Proof: The proof of the estimates (20) and (21) is given in [Kun00, Section 3] for triangles
and tetrahedra. For (22) and for other elements, the proof is similar, with minor adaptions
only.

For the estimate (23) we first use the triangular inequality and the property ‖MEv‖E ≤
‖v‖E to get successively

‖IClv −MEIClv‖2E ≤ ‖IClv − v‖2E + ‖v −MEv‖2E + ‖ME(v − IClv)‖2E
≤ 2‖IClv − v‖2E + ‖v −MEv‖2E.

Consider first ‖v −MEv‖E and any of the two tetrahedra that contain this face E. Since
the functionMEv is constant on the face E, we extend it to T (and use the same notation
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MEv here). The anisotropic trace inequality of [Kun00, Lemma 1] gives

h
1/2
E ‖v −MEv‖E . ‖v −MEv‖T + ‖∇(v −MEv) · CT‖T = ‖v −MEv‖T + ‖∇v · CT‖T .

In order to bound ‖v−MEv‖T we require an anisotropic Poincaré-like inequality. To derive
it, consider the reference element T̄ (with face Ē) and the specific (isotropic) Poincaré
inequality ‖w̄‖T̄ . ‖∇̄w̄‖T̄ + |

∫

Ē
w̄|. The transformation to the actual element T then

gives

‖w‖T . ‖∇w · CT‖T + h
1/2
E

∣

∣

∣

∫

E

w
∣

∣

∣ ∀w ∈ [H1(Ω)]d, E ⊂ ∂T,

see also the proof of [Kun00, Lemma 4]. Set w := v − MEv which implies
∫

E
w =

∫

E
v −MEv = 0 and ∇w = ∇v. Combining all these relations eventually leads to

‖v −MEv‖T . ‖∇v · CT‖T and h
1/2
E ‖v −MEv‖E . ‖∇v · CT‖T .

Finally sum over all faces E ∈ E , employ the definition of the alignment measure m1 and
utilize the previous estimate (22) to obtain the desired inequality (23).

4.3 Trace estimates

Here we collect the trace estimates used below.

Lemma 4.5 Let T̄ be the reference element (0, 1)d (rectangle or hexahedron), fix the face
Ē of T̄ included in the plane ȳ = 0. Then for all v ∈ H1(T̄ ), it holds

∣

∣

∣

∣

∫

Ē

v

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

T̄

v

∣

∣

∣

∣

+ ‖∂2v‖T̄ . (24)

Proof: By density it suffices to show the assertion for smooth functions v. We prove the
assertion in 3D, the 2D case follows by taking v(x, y, z) = v(x, y). Using the identity

v(x, 0, z) = v(x, y, z)−
∫ y

0

∂2v(x, t, z)dt, ∀x, y, z ∈ (0, 1),

and integrating this equality on x, y, z, we obtain
∫ 1

0

∫ 1

0

v(x, 0, z) dxdz =

∫

T̄

v(x, y, z) dxdydz −
∫

T̄

∫ y

0

∂2v(x, t, z)dt dxdydz.

The first two terms evaluate to
∣

∣

∫

Ē
v
∣

∣ and
∣

∣

∫

T̄
v
∣

∣. The last term can be bounded by repeated
applications of the Cauchy-Schwarz inequality, giving

∫

T̄

∫ y

0

∂2v(x, t, z)dt dxdydz ≤
∫

T̄

√
y

(∫ y

0

|∂2v(x, t, z)|2dt
)1/2

dxdydz

≤
∫

T̄

(∫ 1

0

|∂2v(x, t, z)|2dt
)1/2

dxdydz ≤
(∫

T̄

∫ 1

0

|∂2v(x, t, z)|2 dtdxdydz
)1/2

≤
(∫

T̄

|∂2v(x, t, z)|2 dxdtdz
)1/2

= ‖∂2v‖T̄ .
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The triangle inequality finishes the proof.

Lemma 4.6 Consider the reference pentahedron T̄ with rectangular faces Ē3, Ē4, Ē5

(which are included in the planes y = 0, x = 0, and x + y = 1, respectively). Then
one has for all v ∈ H1(T̄ )

∣

∣

∣

∣

∫

Ēi

v

∣

∣

∣

∣

.

∣

∣

∣

∣

∫

T̄

v

∣

∣

∣

∣

+
∑

k=1,2

‖∂kv‖T̄ , ∀i = 3, 4, 5. (25)

Proof: By density it suffices to show the assertion for smooth functions v. We extend v
to the reference hexahedron (0, 1)3 as follows:

ṽ(x, y, z) :=

{

v(x, y, z) if (x, y, z) ∈ T̄ ,
v(1− y, 1− x, z) otherwise.

This extension belongs to H1((0, 1)3) and satisfies

∫

(0,1)3
ṽ = 2

∫

T̄

v, and ‖∂1ṽ‖2(0,1)3 = ‖∂2ṽ‖2(0,1)3 = ‖∂1v‖2T̄ + ‖∂2v‖2T̄ .

Applying the estimate (24) of Lemma 4.5 to ṽ ∈ H1((0, 1)3) and using the last two identi-
ties, we arrive at the desired estimate (25) for the faces Ē3 and Ē4.

In order to show (25) for the last rectangular face Ē5, apply the linear transformation
(x, y, z)→ (1− x− y, x, z) that maps T̄ onto itself such that Ē5 becomes the face Ē3. For
the transformed function, relation (25) holds. The transformation back yields the desired
inequality for Ē5.

5 Examples of finite elements

In this subsection we present a (nonexhaustive) list of finite element pairs fulfilling the
theoretical assumptions of the previous sections. The table gives a brief overview of the
element pairs.

Section Type spatial dim. Elements Remarks

5.1 nonconform 2D+3D triangles, tetrahedra standard CR space
5.2 nonconform 2D rectangles enriched CR space
5.3 nonconform 2D rectangles enriched CR space
5.4 nonconform 3D pentahedra
5.5 nonconform 3D hexahedra
5.6 conform 2D triangles, rectangles Bernardi-Fortin-Raugel

As in the standard theory, a finite element is denoted by a triplet (T,P ,Σ), where T is
a domain, P denotes a space of functions, and Σ is a set of functionals of P ∗, cf. [Cia78].
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5.1 Crouzeix-Raviart elements I

For a triangulation of Ω consisting of triangles in 2D or of tetrahedra in 3D, we approximate
the velocity in the Crouzeix-Raviart finite element space and the pressure in the space of
piecewise constant functions, namely (cf. [CR73, GR86, ANS01b])

Vveloc := {vh ∈ [L2(Ω)]d : vh|T ∈ [P1]d ∀T,

∫

E

[[vh]]E = 0 ∀E}, (26)

Qpre := {qh ∈ L2
0(Ω) : qh|T ∈ P0 ∀T}. (27)

It was shown in Lemma 3.1 of [ANS01b] that this pair is stable independently of the
aspect ratio of the elements T of the triangulation, which means that (G2) is valid. Since in
this case we have V 0

Cl = [H1
0 (Ω)]

d∩Vveloc, the assumption (G1) holds. The Crouzeix-Raviart
elements are nonconforming and satisfy the condition (CR) by definition.

5.2 Crouzeix-Raviart elements II

Here we restrict ourselves to the 2D case and to a triangulation of Ω made of rectangles.
Due to the condition (G1) we actually need to modify the finite element given in [ANS01a,
ANS01b]. On the reference rectangle T̄ = (0, 1)2 we define

Q̄1+
:= span {1, x̄, ȳ, x̄ȳ, ȳ2}.

As degree of freedom (i.e. functionals of Σ) we take

l̄i(q) :=

∫

Ēi

q, i = 1, . . . , 4, l̄5(q) :=

∫

T̄

q̄5q,

where Ēi are the four edges of T̄ , and q̄5 is the polynomial defined by

q̄5(x̄, ȳ) := 3(2x̄− 1)(2ȳ − 1).

One readily checks that the triplet (T̄ , Q̄1+
, {l̄i}5i=1) is a finite element whose associated

basis is given by {q̄i}5i=1, where

q̄1(x̄, ȳ) := 1− 4ȳ + 3ȳ2, q̄2(x̄, ȳ) := −2ȳ + 3ȳ2,
q̄3(x̄, ȳ) := 1

2
− x̄+ 3ȳ − 3ȳ2, q̄4(x̄, ȳ) := − 1

2
+ x̄+ 3ȳ − 3ȳ2.

The edges are Ē1 = (0, 1)×{0}, Ē2 = (0, 1)×{1}, Ē3 = {0}× (0, 1) and Ē4 = {1}× (0, 1).
The finite element (T,Q1+, {li}5i=1) on the actual anisotropic rectangle T is obtained

by a standard affine transformation from (T̄ , Q̄1+
, {l̄i}5i=1) such that ȳ is mapped onto the

stretching direction of the rectangle.2

2Note that the degrees of freedom li of the actual element become mean integrals (over E or T ).
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Now we define the approximation velocity space by

Vveloc := {vh ∈ [L2(Ω)]2 : vh|T ∈ [Q1+]2 ∀T,

∫

E

[[vh]]E = 0 ∀E}, (28)

and take Qpre as above, cf. (27).
Next we check the conditions on the elements. For the ease of the description, assume

an axiparallel mesh, and define the auxiliary space

VApel := {vh ∈ [L2(Ω)]2 : vh|T ∈ [span{1, x, y, y2}]2 ∀T,

∫

E

[[vh]]E = 0∀E},

which has been introduced in [ANS01a, ANS01b].
The first condition (G1) clearly holds: For rectangles, V 0

Cl consists of continuous and
piecewise bilinear functions. (Note that (G1) is violated for VApel; therefore we had to
enlarge the velocity space.)

Moreover by Lemma 6 of [ANS01a] and Lemma 3.1 of [ANS01b] the pair (VApel, Qpre)
is stable if for any rectangle T of the triangulation, the vector p 1,T is parallel to the y-axis
(i.e. the largest edges are parallel to the y-axis). As VApel ⊂ Vveloc, (G2) holds under the
same assumption on the mesh.

Finally, condition (CR) is satisfied trivially.

5.3 Crouzeix-Raviart elements III

Here we make the same restriction as in the previous section, i.e., we consider the 2D case
and a triangulation of Ω made of rectangles. For the previous element, the local velocity
space Vveloc|T depends on the stretching direction of the rectangle T . Here we modify the
element such that this dependence on the directionality is removed.

Consider the reference rectangle T̄ = (0, 1)2, set P̄ := P2, and define the degrees of
freedom (with the same notation as before) by

l̄i(q) :=

∫

Ēi

q, i = 1, 2, 3, 4, l̄5(q) :=

∫

T̄

qq̄5, l̄6(q) :=

∫

T̄

q,

with q̄5 as above. One easily checks that the triplet (T̄ , P̄ , {l̄i}6i=1) is a finite element whose
associated basis is given by {q̄i}6i=1, with

q̄1(x̄, ȳ) := 1− 4ȳ + 3ȳ2, q̄2(x̄, ȳ) := −2ȳ + 3ȳ2, q̄3(x̄, ȳ) := 1− 4x̄+ 3x̄2

q̄4(x̄, ȳ) := −2x̄+ 3x̄2, q̄5(x̄, ȳ) := (2x̄− 1)(2ȳ − 1) q̄6(x̄, ȳ) := 6(x̄− x̄2 + ȳ − ȳ2)− 1.

On a stretched rectangle T we take the finite element (T,P2, {li}6i=1) obtained by a standard
affine transformation from T̄ to T , i.e. qi(x, y) = q̄i(x̄, ȳ) and li(q) = l̄i(q̄).

The approximate velocity space is given by

Vveloc := [V s
veloc]

2, (29)

V s
veloc := {vh ∈ L2(Ω) : vh|T ∈ P2 ∀T,

∫

E

[[vh]]E = 0 ∀E},
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and use Qpre as defined by (27).
To prove the stability of this pair, for any v ∈ H1(Ω) we define an interpolant IrectCR (v)

of Crouzeix-Raviart’s type as follows:

IrectCR (v)|T :=
4
∑

i=1

1

|Ei|

(∫

Ei

v

)

qi +
1

|T |

(∫

T

v

)

q6, ∀T.

We now prove the following result:

Lemma 5.1 For any v ∈ H1
0 (Ω), its interpolant I

rect
CR (v) belongs to V s

veloc and satisfies
∫

T

∂jI
rect
CR (v) =

∫

T

∂jv ∀T, j = 1, 2. (30)

as well as
|IrectCR (v)|1,Ω ≤ |v|1,Ω. (31)

Proof: The first assertion follows from Green’s formula on any rectangle T and the prop-
erty

∫

Ei

IrectCR (v) =

∫

Ei

v, i = 1, 2, 3, 4,

which is a direct consequence of the definition of IrectCR (v).
For the second assertion we remark that for any rectangle T by the affine transformation

describe above, we have
IrectCR (v) = IrectCR (v̄).

For any constant function m̄ ∈ P0(T̄ ) one derives IrectCR (v̄ − m̄) = IrectCR (v̄) − m̄ using the

definition of IrectCR (v) and the identity q̄6 +
∑4

i=1 q̄i ≡ 1. Therefore we have ∂jIrectCR (v̄) =

∂jIrectCR (v̄ − m̄), for j = 1, 2. Set now m̄ := |T̄ |−1
∫

T̄
v̄ and observe that q̄3 and q̄4 do not

depend on ȳ which implies

∂2IrectCR (v̄) = ∂2IrectCR (v̄ − m̄) =
∑

i=1,2

1

|Ēi|

(∫

Ēi

(v̄ − m̄)

)

∂2q̄i.

Now employ Lemma 4.5 to obtain

‖∂2IrectCR (v̄)‖T̄ . ‖∂2v̄‖T̄ .

Since x̄ and ȳ play a symmetric role, we similarly obtain ‖∂1IrectCR (v̄)‖T̄ ≤ ‖∂1v̄‖T̄ . For
axiparallel rectangles the transformation back immediately yields

‖∂jIrectCR (v)‖T ≤ ‖∂jv‖T , for j = 1, 2,

and consequently the desired estimate (31). Non-axiparallel rectangles can be obtained
from axiparallel ones by a simple rotation which leaves the H1 seminorm unchanged. Thus
(31) is proven there as well.
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Corollary 5.2 The above pair (Vveloc, Qpre) satisfies the uniform inf-sup condition.

Proof: The arguments of Lemma 3.1 of [ANS01b] (taking as Fortin’s operator IrectCR (u ),
defined componentwise) show that the property (30) and the estimate (31) are sufficient
to guarantee the uniform inf-sup condition.

Summarizing, we have build a pair based on a triangulation made of rectangles satis-
fying the assumptions (G1), (G2) and (CR).

5.4 Modified Crouzeix-Raviart elements on pentahedra

We restrict ourselves to the 3D case and to a triangulation of Ω made of rectangular
pentahedra. We want to build a nonconforming approximation of V . Due to the condition
(G1) we need to modify the finite element given in [ANS01a, ANS01b]. Indeed on a
pentahedron T the velocity space has to contain the space spanned by 1, x̄, ȳ, z̄, x̄z̄, ȳz̄,
which is not the case of the space introduced in [ANS01a, ANS01b]. In view of the condition
(CR) in the reference pentahedron T̄ , we then need to construct a finite element whose
set Σ̄ of degrees of freedom contains the mean on the five faces.

Now we take P̄ := P2 and Σ̄ := {l̄i}10i=1 defined by

l̄i(p) :=

∫

Ēi

p, for i = 1, . . . , 5, l̄6(p) :=

∫

T̄

p, l̄i+6(p) :=

∫

T̄

pq̃i, for i = 1, 2, 3, 4,

where

q̃1(x̄, ȳ, z̄) := 1− 3x̄− 2z̄ + 6x̄z̄, q̃2(x̄, ȳ, z̄) := 1− 3ȳ − 2z̄ + 6ȳz̄,
q̃3(x̄, ȳ, z̄) := 1− 4x̄− 2ȳ + 6x̄ȳ + 3x̄2, q̃4(x̄, ȳ, z̄) := 2x̄− 2ȳ − 3x̄2 + 3ȳ2.

The above choice is motivated by the fact that l̄i(q̃j) = 0 for i = 1, · · · , 6, j = 1, 2, 3, 4.
As before one easily shows that the triplet (T̄ ,P2, {l̄i}10i=1) is a finite element. Enumerate

the faces Ēi of T̄ such that Ē1, Ē2, Ē3, Ē4, Ē5 are contained in the planes z̄ = 0, z̄ = 1,
ȳ = 0, x̄ = 0 and x̄+ ȳ = 1, respectively. There exists an associated basis {q̄i}10i=1; here we
need to specify the first six functions:

q̄1(x̄, ȳ, z̄) = 2(1− 4z̄ + 3z̄2), q̄4(x̄, ȳ, z̄) = 1− 6x̄+ 6x̄2,

q̄2(x̄, ȳ, z̄) = 2(−2z̄ + 3z̄2), q5(x̄, ȳ, z̄) = (1− 6(x̄− x̄2 + ȳ − ȳ2 − 2x̄ȳ))/
√
2,

q3(x̄, ȳ, z̄) = 1− 6ȳ + 6ȳ2, q̄6(x̄, ȳ, z̄) = 24(x̄− x̄2 + ȳ − ȳ2 − x̄ȳ) + 12(z̄ − z̄2)− 6.

The main interest is that q̄1, q̄2 do not depend on x̄, ȳ, and conversely q̄3, q̄4, q̄5 do not
depend on z̄.

Consider now the actual (anisotropic) pentahedron T which can be obtained from the
reference pentahedron by an affine transformation, cf. Section 3.3. In this way also the
finite element (T,P ,Σ) is defined, i.e. one has qi(x, y, z) = q̄i(x̄, ȳ, z̄) and li(q) = l̄i(q̄).

At this stage we define the approximation velocity space Vveloc by

Vveloc := [V s
veloc]

3,

V s
veloc := {vh ∈ L2(Ω) : vh|T ∈ P2 ∀T,

∫

E

[[vh]]E = 0 ∀E},
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and define the approximation pressure space Qpre again by (27). By construction the
conditions (G1) and (CR) hold. Let us now check that the above pair is stable under
the assumption that for any pentahedron T its triangular basis is isotropic (which is a
reasonable assumption).

As before for any function v ∈ H1(Ω) we define its interpolant IpentCR (v):

IpentCR (v)|T :=
5
∑

i=1

|Ēi|
|Ei|

(∫

Ei

v

)

qi +
|T̄ |
|T |

(∫

T

v

)

q6,∀T.

We remark that IpentCR (v) belongs to V s
veloc for all v ∈ H1

0 (Ω) since for any T , one has
∫

Ei

IpentCR (v) =

∫

Ei

v, for i = 1, . . . , 5. (32)

Again this identity and the aforementioned properties of q̄i, i = 1, . . . , 6, allow to prove

Lemma 5.3 For any v ∈ H1
0 (Ω), the interpolant IpentCR (v) satisfies

∫

T

∂jI
pent
CR (v) =

∫

T

∂jv ∀T, j = 1, 2, 3. (33)

Furthermore, if all pentahedra T have isotropic triangular faces then

|IpentCR (v)|1,Ω . |v|1,Ω. (34)

Proof: The first assertion follows from Green’s formula and property (32).
For the second assertion we remark that for any pentahedron T by the affine transfor-

mation mentioned above, we have

IpentCR (v) = IpentCR (v̄).

Thanks to the particular form of the q̄i, i = 1, . . . , 6, one has IpentCR (1) ≡ 1, and thus

IpentCR (v̄ − m̄) = IpentCR (v̄) − m̄, for any constant function m̄. Set m̄ := |T̄ |−1
∫

T̄
v̄ and recall

that q̄1 and q̄2 do not depend on x̄ or ȳ. This yields

∂jI
pent
CR (v̄) = ∂jI

pent
CR (v̄ − m̄) =

5
∑

i=3

(∫

Ēi

(v̄ − m̄)

)

∂j q̄i, for j = 1, 2.

Therefore by Lemma 4.6 we obtain

‖∂jIpentCR (v̄)‖T̄ .
∑

k=1,2

‖∂kv̄‖T̄ , for j = 1, 2.

For the third derivative utilize that q̄3, q̄4, q̄5 do not depend on z̄ to obtain

∂3I
pent
CR (v̄) = ∂3I

pent
CR (v̄ − m̄) =

∑

i=1,2

(∫

Ēi

(v̄ − m̄)

)

∂3q̄i.
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Therefore by a slight modification of Lemma 4.5 we get ‖∂3IpentCR (v̄)‖T̄ . ‖∂3v̄‖T̄ .
When going back to the original element T , we use similar arguments as in the previous

section. Start with an axiparallel pentahedron. If the triangular faces are isotropic one
can conclude

‖∂jIpentCR (v)‖T .
∑

k=1,2

‖∂kv‖T , for j = 1, 2;

‖∂3IpentCR (v)‖T . ‖∂3v‖T ,
which directly imply the requested estimate. For a non-axiparallel pentahedron employ
the aforementioned rotation argument to achieve the same result.

As in the previous subsection this lemma allows to conclude that the above pair
(Vveloc, Qpre) satisfies the uniform inf-sup condition under the above assumption.

5.5 Modified Crouzeix-Raviart elements on hexahedra

Here we consider the 3D case and a triangulation of Ω made of rectangular hexahedra.
Inspired from the above subsection and the condition (G1), on the reference hexahedron
T̄ = (0, 1)3, we take P̄ := P2 + span{x̄ȳz̄} and Σ̄ := {l̄i}11i=1 defined by

l̄i(p) :=

∫

Ēi

p, for i = 1, . . . , 6, l̄7(p) :=

∫

T̄

p, l̄i+7(p) :=

∫

T̄

pq̃i, for i = 1, 2, 3, 4,

where

q̃1(x̄, ȳ, z̄) := 1− 2x̄− 2z̄ + 4x̄z̄, q̃2(x̄, ȳ, z̄) := 1− 2ȳ − 2z̄ + 4ȳz̄,
q̃3(x̄, ȳ, z̄) := 1− 2x̄− 2ȳ + 4x̄ȳ, q̃4(x̄, ȳ, z̄) := 1− x̄− ȳ − z̄ + 4x̄ȳz̄.

The above choice is motivated by the fact that l̄i(q̃j) = 0 for i = 1, · · · , 7, j = 1, 2, 3, 4.
As before the triplet (T̄ , P̄ , {l̄i}11i=1) is a finite element. Denote the faces Ē1, . . . , Ē6

such that they are included in the planes, z̄ = 0, z̄ = 1, ȳ = 0, ȳ = 1, x̄ = 0, x̄ = 1,
respectively. Then there exists an associated basis {q̄i}11i=1 whose first six entries are of
particular interest, and given by

q̄1(x̄, ȳ, z̄)= h̄(z̄) q̄3(x̄, ȳ, z̄)= h̄(ȳ) q̄5(x̄, ȳ, z̄)= h̄(x̄)
q̄2(x̄, ȳ, z̄)= h̄(1− z̄) q̄4(x̄, ȳ, z̄)= h̄(1− ȳ) q̄6(x̄, ȳ, z̄)= h̄(1− x̄),

where we have set h̄(t) := −2t + 3t2. Again the distinct feature is that q̄1, q̄2 depend only
on z̄, that q̄3, q̄4 depend only on ȳ, and q̄5, q̄6 depend only on x̄. The finite element (T,P ,Σ)
on the actual hexahedron T is obtained by the usual affine transformation.

To define the pair (Vveloc, Qpre), set
3

Vveloc :=
{

vh ∈ [L2(Ω)]3 : vh|T ∈ [P2 + span{xyz}]3 ∀T,

∫

E

[[vh]]E = 0 ∀E
}

,

3For the ease of notation, the definition of Vveloc is given for axiparallel meshes. Otherwise the
span{xyz} has to be replaced by span{x̄ȳz̄ ◦ F−1

T }, with FT being the affine transformation from T̄

to T .
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and utilize Qpre defined by (27). With a similar analysis as before one proves the stability
of this element pair without any assumption on the mesh. Furthermore this pair satisfies
(G1) and (CR) by definition.

Now we present a family of conforming elements which satisfies the assumptions (G1)
and (G2).

5.6 Bernardi-Fortin-Raugel elements

The Bernardi-Fortin-Raugel elements yield a conforming discretization. Here we restrict
ourselves to the 2D case and to a triangulation of Ω made of triangles or rectangles. The
discrete pressure space Qpre is the space of piecewise constant functions defined by (27),
and the approximate velocity space is defined by (cf. [GR86, AN])

Vveloc := {vh ∈ [H1
0 (Ω)]

2 : vh|T ∈ PT ∀T}. (35)

To define the local space PT properly, start with triangular elements and consider an edge
Ei ⊂ ∂T . Then let pEi

be the edge bubble function ‘in the direction of the normal vector’
nEi

, i.e.
pEi

:= nEi
bEi,T

(recall the definition of the edge bubble function bEi,T from Section 4.1). The local space
PT then consists of linear functions enriched by the ‘normal vector edge bubble functions’
from above, namely

PT := [P1]2 ⊕ span{pEi
}3i=1.

For rectangular elements proceed similarly. Set again pEi
:= nEi

bEi,T , where bEi,T is of
course an edge bubble function for the rectangle T . The local space PT then becomes

PT := [Q1]2 ⊕ span{pEi
}4i=1.

For both elements, condition (G1) is fulfilled by definition. The stability of the Bernardi-
Fortin-Raugel element is shown in [AN] for some families of meshes, i.e. assumption (G2)
is satisfied too.

6 Error estimators

6.1 Residual error estimators

The general philosophy of residual error estimators is to estimate an appropriate norm of
the correct residual by terms that can be evaluated easier, and that involve the data at
hand. To this end denote the exact element residual by

RT := f − (−∆uh +∇ph) on T.
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As it is common [Ver96], this exact residual is replaced by some finite dimensional approx-
imation called approximate element residual rT ,

rT ∈ Pk(T ) on T.

Depending on the polynomial order k and the actual finite element, this approximation
can be achieved by projecting either f alone or RT as a whole.

Next, introduce the gradient jump in normal and tangential direction by

JE,n :=

{

[[(∇uh − phI)nE]]E
0

for interior edges/faces
for boundary edges/faces

JE,t := [[∇uh tE]]E for nonconforming 2D case
JE,t := [[∇uh × nE]]E for nonconforming 3D case.

For nonconforming discretizations the tangential jump does not vanish on boundary faces.

Definition 6.1 (Residual error estimator) For a conforming discretization, the local
residual error estimators is defined by

η2T := h2
min,T‖rT‖2T + ‖div uh‖2T +

∑

E⊂∂T

h2
min,T

hE
‖JE,n‖2E.

For a nonconforming 2D discretization we set

η2T := h2
min,T‖rT‖2T + ‖div uh‖2T +

∑

E⊂∂T

h2
min,T

hE

(

‖JE,n‖2E + ‖JE,t‖2E
)

,

while for a nonconforming 3D discretization the definition becomes

η2T := h2
min,T‖rT‖2T + ‖div uh‖2T +

∑

E⊂∂T

h2
min,T

hE

(

‖JE,n‖2E + ‖JE,t‖2E
)

+
∑

E⊂∂T,E∈E¤

h2
min,T

hE%(E)2
‖[[uh]]E‖2E.

In the isotropic 3D case, the last term containing [[uh]]E can be omitted.
The global residual error estimators is given by

η2 :=
∑

T∈T
η2T .

Furthermore denote the local and global approximation terms by

ζ2T :=
∑

T ′⊂ωT

h2
min,T ′‖rT ′ −RT ′‖2T ′ , ζ2 :=

∑

T∈T
ζ2T .
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Note that in the 3D case, the jump of uh is bounded by ‖[[uh]]E‖E . diam(E)‖JE,t‖E due
to Poincaré’s inequality and the assumption (CR). For isotropic discretizations one has
diam(E) ∼ %(E) and thus

%(E)−1‖[[uh]]E‖E ∼ ‖JE,t‖E for E ∈ E¤ .

Therefore, in this case it is not necessary to add ‖[[uh]]E‖E to the definition of ηT .

6.2 Proof of the lower error bound

The general framework of most of our exposition below is (more or less) standard (see
[Ver96, DDP95] for the isotropic 2D counterpart). All 3D considerations seem to be novel.
Recall further the notation for the velocity error e = u − uh and the pressure error
ε = p− ph.

Theorem 6.2 (Local lower error bound) Assume that one of the following cases holds:
the discretization is 2D, or the discretization is 3D and is conforming, or the discretization
is 3D, is nonconforming and is only composed of tetrahedra. Then for all elements T , the
following local lower error bound holds:

ηT . ‖∇T e ‖ωT
+ ‖ε‖ωT

+ ζT . (36)

Proof: We start by bounding each of the residuals separately.

Element residual: Set wT := rT bT ∈ [H1
0 (T )]

d and integrate by parts to obtain
∫

T

rT · wT =

∫

T

RT · wT +

∫

T

(rT −RT ) · wT

=

∫

T

(−∆(u − uh) +∇(p− ph)) · wT +

∫

T

(rT −RT ) · wT

=

∫

T

(∇e − εI) : ∇wT −
∫

∂T

(∇e − εI)n · wT +

∫

T

(rT −RT ) · wT

≤ (‖∇e ‖T + ‖ε‖T ) ‖∇wT‖T + ‖rT −RT‖T ‖wT‖T .

The inverse inequalities (12), (13) and the obvious relation ‖wT‖T ≤ ‖rT‖T imply

‖rT‖T . h−1min,T (‖∇e ‖T + ‖ε‖T ) + ‖rT −RT‖T . (37)

Divergence: With d being the space dimension, one easily concludes

‖div uh‖T = ‖div (u − uh)‖T ≤
√
d ‖∇(u − uh)‖T =

√
d ‖∇e ‖T . (38)

Normal jump: For an interior edge/face E consider ωE = T1 ∪ T2. Let us assume that
T ≡ T1. Recall that JE,n ∈ [Pk(E)]d for some k ∈ N depending on the chosen finite element
space. Set

wE := Fext(JE,n)bE ∈ [H1
0 (ωE)]

d.
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Partial integration on ωE yields

∫

ωE

f · wE =

∫

ωE

(−∆u +∇p) · wE =

∫

ωE

(∇u − pI) : ∇wE −
∫

∂ωE

(∇u − pI)n · wE

=

∫

ωE

(∇u − pI) : ∇wE.

By elementwise partial integration we further conclude

−
∫

E

JE,n · wE =
2
∑

i=1

∫

∂Ti

(∇uh − phI)n · wE

=

∫

ωE

(∇uh − phI) : ∇wE −
2
∑

i=1

∫

Ti

(−∆uh +∇ph) · wE

= −
∫

ωE

(∇e − εI) : ∇wE +
2
∑

i=1

∫

Ti

(f − (−∆uh +∇ph)) · wE

≤ (‖∇T e ‖ωE
+ ‖ε‖ωE

) ‖∇wE‖ωE
+

2
∑

i=1

(‖rTi
‖Ti

+ ‖rTi
−RTi

‖Ti
)‖wE‖ωE

.

The inverse inequalities (14)–(16) and the previous bound (37) of ‖rTi
‖Ti

imply

h2
min,T

hE
‖JE,n‖2E . ‖∇T e ‖2ωE

+ ‖ε‖2ωE
+ h2

min,T

2
∑

i=1

‖rTi
−RTi

‖2Ti
. (39)

For a Dirichlet boundary edge nothing needs to be done since JE,n ≡ 0 there.

Tangential jump (for nonconforming elements only): In the 2D case, set

wE := Fext(JE,t)bE ∈ [H1
0 (ωE)]

2.

Partial integration for u ∈ [H1(ωE)]
2, wE ∈ [H1

0 (ωE)]
2 results in (see (5))

0 =

∫

∂ωE

(∇u t) · wE = −
∫

ωE

∇u : curl wE.

For uh we integrate elementwise and obtain

−
∫

E

JE,t · wE =
2
∑

i=1

∫

∂Ti

(∇uh t) · wE =
2
∑

i=1

∫

Ti

∇uh : curl wE

=
2
∑

i=1

∫

Ti

∇(uh − u ) : curl wE

. ‖∇T e ‖ωE
‖∇wE‖ωE

.
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The inverse inequalities (14) and (16) lead to

h2
min,T

hE
‖JE,t‖2E . ‖∇T e ‖2ωE

. (40)

For a Dirichlet boundary edge the analysis is modified appropriately.
In the 3D case, we set

w E := Fext(JE,t)bE ∈ [H1
0 (ωE)]

3×3.

The proof is the same as in 2D, using identity (6) instead of (5) for the partial integration
and the inverse inequality (17).

Summarizing all results provides the desired local lower error bound (36).

For a nonconforming 3D discretization we are unfortunately not able to estimate locally
the contribution of the rectangular faces (Rectangular jump). But a global lower bound is
available using the alignment measure.

Theorem 6.3 (Global lower error bound) For 3D discretizations, the following global
lower error bound holds:

∑

T∈T

∑

E⊂∂T,E∈E¤

h2
min,Th

−1
E %(E)−2‖[[uh]]E‖2E . m1(e , T )2‖∇T e ‖2. (41)

Proof: Start with hexahedral elements, and let E ∈ E¤ be an interior rectangular face with
neighbours T1 and T2. Consider those two affine linear transformations that map the unit
cube (0, 1)3 onto Ti, i = 1 and 2, such that E corresponds to the same transformed face Ẽ =
{0}×(0, 1)2, say. Denote the transformation matrices temporarily by C̃

T1
and C̃

T2
and note

that they can be obtained from C Ti
by a simple rotation, cf. Section 3.3. Correspondingly,

let the transformed error functions e |Ti
be ẽ i. Next, introduce the function

ṽ(x̃, ỹ, z̃) := ẽ 1(x̃, ỹ, z̃)− ẽ 2(x̃, ỹ, z̃) ∈ H1((0, 1)3)

and observe
∫

Ẽ
ṽ = 0 due to the (CR) property of the discretization. This readily implies

a Poincaré like inequality ‖ṽ‖H1((0,1)3) ∼ |ṽ|H1((0,1)3). The standard trace inequality yields
‖ṽ‖L2(Ẽ) . ‖ṽ‖H1((0,1)3) ∼ |ṽ|H1((0,1)3) and thus

‖ẽ 1 − ẽ 2‖L2(Ẽ) . |ẽ 1 − ẽ 2|H1((0,1)3) ≤ |ẽ 1|H1((0,1)3) + |ẽ 2|H1((0,1)3) .

The transformation back to the original elements provide

h
1/2
E ‖[[uh]]E‖E = h

1/2
E ‖ e|T1 − e|T2 ‖L2(E) . ‖∇e · C̃

T1
‖T1 + ‖∇e · C̃

T2
‖T2

. ‖∇e · C T1‖T1 + ‖∇e · C T2‖T2
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since C̃
Ti

and C Ti
differ only by a rotation. Apply this inequality to the left-hand side of

(41) to conclude

∑

T∈T

∑

E⊂∂T,E∈E¤

h2
min,Th

−1
E %(E)−2‖[[uh]]E‖2E .

∑

T∈T

∑

E⊂∂T,E∈E¤

h2
min,Th

−2
E %(E)−2

∑

T⊂ωE

‖∇e ·C T‖2T .

From hE & hmin,T and %(E) & hmin,T we further derive

∑

T∈T

∑

E⊂∂T,E∈E¤

h2
min,Th

−1
E %(E)−2‖[[uh]]E‖2E .

∑

T∈T
h−2min,T‖∇e · C T‖2T . m1(e , T )2‖∇T e ‖2

by the definition of the alignment measure.
For rectangular faces of pentahedral elements proceed analogously.

Corollary 6.4 (Global lower error bound) For a 3D nonconforming triangulation
consisting of pentahedra or hexahedra, the following global lower error bound holds:

∑

T∈T
η2T . m1(e , T )2‖∇T e ‖2.

6.3 Proof of the upper error bound

For the nonconforming 2D case we proceed similar to [DDP95], with the necessary adapta-
tions due to the anisotropy of our discretization. The whole 3D analysis seems to be new.
Basic steps are always partial integration, combined with Galerkin like orthogonalities and
interpolation error estimates.

First we bound the pressure error (for conforming and nonconforming discretizations).
The bound of the velocity error is divided in two parts since conforming and nonconforming
discretizations are treated differently.

6.3.1 Error in the pressure

We start with an estimate of the pressure error that is valid for conforming and noncon-
forming elements.

Lemma 6.5 (Error in the pressure) There exists a function vε ∈ [H1
0 (Ω)]

d depending
on ε = p− ph such that the error in the pressure is bounded by

‖ε‖ . m1(vε, T )(η + ζ) + ‖∇T e ‖. (42)

Proof: Since ε ∈ L2
0(Ω), there exists a function vε ∈ [H1

0 (Ω)]
d such that

‖ε‖ .

∫

Ω
εdiv vε

‖∇vε‖
,
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cf. [GR86]. This inequality is equivalent to the continuous inf-sup condition, applied to the
pressure error ε. Since the continuous inf-sup condition is not related to the discretization,
the inequality constant is independent of any mesh anisotropy. Next, consider the Clément
interpolant of vε,

I0Clvε ∈ V 0
Cl ⊂ [H1

0 (Ω)]
d ∩ Vveloc.

By using the Galerkin orthogonality (10) and partial integration, we conclude

∫

Ω

ε div vε
(10)
=

∫

Ω

ε div (vε − I0Clvε) +

∫

Ω

∇T e : ∇I0Clvε

=

∫

Ω

(−∇u + pI) : ∇(vε − I0Clvε)−
∑

T∈T

∫

T

(−∇uh + phI) : ∇(vε − I0Clvε)

+

∫

Ω

∇T e : ∇vε

= −
∫

Ω

(−∆u +∇p) · (vε − I0Clvε) +

∫

∂Ω

(−∇u + pI)n · (vε − I0Clvε)

+
∑

T∈T

{

∫

T

(−∆uh +∇ph) · (vε − I0Clvε)−
∫

∂T

(−∇uh + phI)n · (vε − I0Clvε)
}

+

∫

Ω

∇T e : ∇vε

= −
∑

T∈T

∫

T

(f − (−∆uh +∇ph)) · (vε − I0Clvε) +
∑

E∈E

∫

E

JE,n · (vε − I0Clvε)

+

∫

Ω

∇T e : ∇vε

≤
∑

T∈T
hmin,T‖RT‖T h−1min,T‖vε − I0Clvε‖T

+
∑

E∈E
hmin,Eh

−1/2
E ‖JE,n‖E h−1min,Eh

1/2
E ‖vε − I0Clvε‖E

+‖∇T e ‖ ‖∇vε‖.

The Cauchy–Schwarz inequality and the Clément interpolation results of Lemma 4.4 imply

∫

Ω

ε div vε .
(

∑

T∈T
h2
min,T‖RT‖2T +

∑

E∈E
h2
min,Eh

−1
E ‖JE,n‖2E

)1/2

m1(vε, T )‖∇vε‖

+ ‖∇T e ‖ ‖∇vε‖
.

{

(η + ζ)m1(vε, T ) + ‖∇T e ‖
}

‖∇vε‖

which finishes the proof.
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6.3.2 Error in the velocity - Conforming case

Lemma 6.6 (Error in the velocity - Conforming case.) Assume a conform discre-
tization, and let vε ∈ [H1

0 (Ω)]
d be the function from Lemma 6.5. Then the error in the

velocity is bounded by

‖∇T e ‖ .
(

m1(e , T ) +m1(vε, T )1/2
)

(η + ζ). (43)

Proof: Note first that here the elementwise operators divT and ∇T are identical with the
global operators div and ∇. Since e ∈ [H1

0 (Ω)]
d, one can utilize the Clément interpolant

I0Cle ∈ [H1
0 (Ω)]

d ∩ Vveloc and the Galerkin orthogonality (10) for I0Cle . Then integrate by
parts and employ the interpolation results to obtain

‖∇T e ‖2 =

∫

Ω

(∇T e − εI) : ∇T e +

∫

Ω

ε divT e

(10)
=

∫

Ω

(∇T e − εI) : ∇T (e − I0Cle )−
∫

Ω

ε divT uh

(3),(4)
=

∫

Ω

(−∆u +∇p) · (e − I0Cle )−
∫

∂Ω

(−∇u + pI)n · (e − I0Cle )

+
∑

T∈T

{

∫

T

(∆uh −∇ph) · (e − I0Cle )−
∫

∂T

(∇uh − phI)n · (e − I0Cle )
}

−
∫

Ω

ε divT uh

=
∑

T∈T

∫

T

RT · (e − I0Cle ) +
∑

E∈E

∫

E

JE,n · (e − I0Cle ) −
∫

Ω

ε divT uh.

Invoke again the Cauchy–Schwarz inequality, the Clément interpolation inequalities (20),
(21), and the bound of ‖ε‖ from Lemma 6.5. Additionally employ the triangle inequality
for the exact residual RT as well as the obvious bound ‖divT uh‖ ≤ η to obtain

‖∇T e ‖2 . (η + ζ)m1(e , T ) ‖∇T e ‖ +
(

m1(vε, T )(η + ζ) + ‖∇T e ‖
)

‖divT uh‖
≤ (η + ζ)m1(e , T ) ‖∇T e ‖ + m1(vε, T )(η + ζ)η + η ‖∇T e ‖.

Young’s inequality and the trivial relation 1 ≤ m1(·, T ) provide the desired velocity error
bound.

We remark that this proof is not exactly a special case of the nonconforming exposition
below, although there are similarities.

The error bounds for the pressure and the velocity immediately yield the following main
theorem.
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Theorem 6.7 (Upper error bound - Conforming case.) Assume a conform discre-
tization, and let vε ∈ [H1

0 (Ω)]
d be the function from Lemma 6.5. Then the error is bounded

globally from above by

‖ε‖ + ‖∇T e ‖ .
(

m1(e , T ) +m1(vε, T )
)

(η + ζ). (44)

Proof: Follows directly from Lemmas 6.5 and 6.6.

6.3.3 Error in the velocity - Nonconforming case

Lemma 6.8 (Error orthogonality) In the 2D case, for any vector valued function sI ∈
[Im(ICl)]

2, one has the error orthogonality

∫

Ω

∇T e : curl sI = 0. (45)

Similarly, in the 3D case one has for any matrix function sI ∈ [Im(ICl)]
3×3

∫

Ω

∇T e : curl sI = −
∑

E∈E¤

∫

E

[[uh]]E · (curl sI nE), (46)

i.e. the sum is only over the rectangular faces E ∈ E¤ .
Proof: In the 2D case, by means of (5) one concludes

∫

Ω

∇T e : curl sI =

∫

Ω

∇u : curl sI −
∑

T∈T

∫

T

∇uh : curl sI

(5)
= −

∫

∂Ω

u · (∇sI t) +
∑

T∈T

∫

∂T

uh · (∇sI t)

= −
∑

E∈E

∫

E

[[uh]]E · (∇sI tE) = 0

since u = 0 on ∂Ω, and due to the assumption (CR) and the fact that (∇sI tE)|E is always
constant.

In 3D one employs (6) instead of (5) to conclude

∫

Ω

∇T e : curl sI = −
∑

E∈E

∫

E

[[uh]]E · (curl sI nE).

There we utilize that curl sInE is continuous across a face E. This holds since (curl sInE)|E
contains only tangential derivatives (on a face E).

Furthermore, for a triangular face E4 of a triangulation a closer inspection reveals that
curl sI |E4

is constant for sI ∈ [Im(ICl)]
3×3. Due to the Crouzeix-Raviart property (CR),
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the corresponding contribution to the sum vanishes, and we end up with the sum over the
rectangular faces alone.

As a side effect, (46) vanishes for triangulations consisting solely of tetrahedra.

Next we will estimate the remaining non-vanishing terms of (46) that arise from rect-
angular faces.

Lemma 6.9 In the 3D case for any matrix function sI ∈ [Im(ICl)]
3×3 and any rectangular

face E ∈ E¤ we have
∣

∣

∣

∣

∫

E

[[uh]]E · (curl sI nE)
∣

∣

∣

∣

. ‖[[uh]]E‖E %(E)−1‖sI −MEs
I‖E, (47)

whereME is the face mean operator introduced in Lemma 4.4.

Proof: By Cauchy-Schwarz’s inequality we have
∣

∣

∣

∣

∫

E

[[uh]]E · (curl sI nE)
∣

∣

∣

∣

≤ ‖[[uh]]E‖E ‖curl sI nE‖E.

The second factor of this right-hand side is estimated using a scaling argument. Note in
particular that curl sI nE involves only tangential derivatives of sI , and that it is rotation-
ally invariant.

Lemma 6.10 (Error in the velocity - Nonconforming case.) In the 2D case, there
exist functions r ∈ [H1

0 (Ω)]
2, s ∈ [H1(Ω)]2 both depending on e = u − uh such that the

error in the velocity is bounded by

‖∇T e ‖ .
(

m1(r, T ) +m1(s, T )
)

(η + ζ). (48)

In the 3D case the vector function s is replaced by a matrix function s ∈ [H1(Ω)]3×3.

Proof: Start with the 2D case. Following [DDP95, Lemma 3.2], there exists a Helmholtz
like decomposition of the error as

∇T e = ∇r − qI + curl s,

with r = r(e ) ∈ [H1
0 (Ω)]

2, q = q(e ) ∈ L2
0(Ω), s = s(e ) ∈ [H1(Ω)]2, and the additional

properties

‖∇r‖+ ‖∇s‖+ ‖q‖ . ‖∇T e ‖, (49)

div r = 0.

Using div r = 0 and div u = 0 one obtains

‖∇T e ‖2 =

∫

Ω

∇T e : (∇r − qI + curl s)

=

∫

Ω

(∇T e : ∇r − εdiv r) +

∫

Ω

divT uh q +

∫

Ω

∇T e : curl s.
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Next, we take the Clément interpolants I0Clr and ICls (note the different interpolation
operators to reflect the different boundary data). Apply the orthogonality relations (10)
and (45) and integrate by parts to reformulate

‖∇T e ‖2 (10),(45)
=

∫

Ω

(∇T e : ∇(r − I0Clr)− εdiv (r − I0Clr)) +

∫

Ω

∇T e : curl (s− ICls)

+

∫

Ω

divT uh q

(3),(4),(5)
=

∫

Ω

(−∆u +∇p) · (r − I0Clr) +

∫

∂Ω

(∇u − pI)n · (r − I0Clr)

+

∫

∂Ω

∇u t · (s− ICls)

−
∑

T∈T

{

∫

T

(−∆uh +∇ph) · (r − I0Clr) +

∫

∂T

(∇uh − phI)n · (r − I0Clr)

+

∫

∂T

∇uht · (s− ICls)
}

+

∫

Ω

divT uh q

=
∑

T∈T

∫

T

RT · (r − I0Clr) +
∑

E∈E

∫

E

JE,n · (r − I0Clr)

+
∑

E∈E

∫

E

JE,t · (s− ICls) +

∫

Ω

divT uh q.

The interpolation estimates (20), (21), (22) of Lemma 4.4 then yield

‖∇T e ‖2 .
(

∑

T∈T
h2
min,T‖RT‖2T

)1/2

m1(r, T ) ‖∇r‖

+
(

∑

E∈E
h2
min,Th

−1
E ‖JE,n‖2E

)1/2

m1(r, T ) ‖∇r‖

+
(

∑

E∈E
h2
min,Th

−1
E ‖JE,t‖2E

)1/2

m1(s, T ) ‖∇s‖

+‖divT uh‖ ‖q‖
≤ (η + ζ)

(

m1(r, T ) ‖∇r‖+m1(s, T ) ‖∇s‖+ ‖q‖
)

.

Finally apply the a priori bound (49) to finish the proof.

In the 3D case, the decomposition of ∇T e changes and contains a matrix function
s ∈ [H1(Ω)]3×3 instead (see Theorem I.3.4 in [GR86]). Consequently the partial integration
of the curl terms is modified which eventually leads to the adapted definition of the
tangential jump JE,t. Furthermore in the above expansion of ‖∇T e ‖2 the additional term
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∫

Ω
∇T e : curl ICls is no longer zero. Using the identity (46) and the estimate (47) from

Lemma 6.9 we get successively
∣

∣

∣

∣

∫

Ω

∇T e : curl ICls

∣

∣

∣

∣

.
∑

E∈E¤

‖[[uh]]E‖E%(E)−1‖ICls−MEICls‖E

≤





∑

E∈E¤

h2
min,Eh

−1
E %(E)−2‖[[uh]]E‖2E





1/2



∑

E∈E¤

h−2min,EhE‖ICls−MEICls‖E





1/2

.

The estimate (23) of Lemma 4.4 and the definition of the residual error estimator finally
lead to

∣

∣

∣

∣

∫

Ω

∇T e : curl ICls

∣

∣

∣

∣

. η m1(s, T ) ‖∇s‖.

The inequalities of the previous lemmas provide the main upper error bound for non-
conforming discretizations.

Theorem 6.11 (Upper error bound - Nonconforming case.) Let vε and r, s be the
functions from Lemma 6.5 and 6.10. Then the error is bounded globally from above by

‖ε‖ + ‖∇T e ‖ .
(

m1(r, T ) +m1(s, T ) +m1(vε, T )
)

(η + ζ). (50)

In the 3D case the vector function s is replaced by a matrix function s ∈ [H1(Ω)]3×3.

Proof: Follows directly from the aforementioned lemmas.

Remark 6.12 (Rectangular jump) We may see that the rectangular jump only appears
in the estimate of the left-hand side of (46) via Lemmas 6.9 and 4.4. As an alternative we
may impose a stronger assumption than (CR) on rectangular faces, namely

∫

E

[[uh]]Eq = 0, ∀uh ∈ Vveloc, q ∈ P1(E), E ∈ E¤ . (CR’)

This last assumption leads to the orthogonality relation (45) and then allows to avoid
the use of the rectangular jump. But the construction of element pairs fulfilling (CR) on
triangular faces and (CR’) on rectangular faces and being stable seems to be difficult and
unrealistic.

Remark 6.13 (Alignment measure) The upper error bounds (e.g. (44) and (50)) con-
tain several alignment measures m1(·, T ). This is in contrast to estimators for isotropic
meshes: For anisotropic discretizations, all known estimators are (explicitly or implicitly)
based on an anisotropic mesh that is suitably aligned with the anisotropic function.

Compared with the isotropic estimators, our upper error bounds are special in the sense
that the alignment measure cannot be evaluated explicitly. However, this should not be
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considered too much as a disadvantage. For example, the alignment measure m1(e , T ) for
the error e = u − uh is of size O(1) for sufficiently good meshes, cf. [Kun00, Kun01,
Kun02]. We expect a similar behaviour for the other alignment measures. This confidence
is strengthened by the numerical experiments below.

In practical computations one may simply use the error estimator without considering
the alignment measures. For adaptive algorithms this is well justified since the lower error
bound holds unconditionally (with the exception of nonconforming 3D triangulations made
of pentahedra or hexahedra), i.e. the estimator is efficient.

6.4 Application to isotropic discretizations

On isotropic discretizations, our analysis covers the case of stable pairs like the Mini
element, the Hood-Taylor element, or nonconforming elements of Crouzeix-Raviart type,
see Table 1 below. Then our analysis and the conclusions hold with hmin,T ∼ hE ∼ hT for
E ⊂ ∂T and the alignment measure m1(·, T ) ∼ 1. In other words, the above results may
be rephrased as follows: the residual error estimator is here given by

η2T := h2
T‖rT‖2T + ‖div uh‖2T + hT

∑

E⊂∂T

(

‖JE,n‖2E + ‖JE,t‖2E
)

,

while the approximation term becomes

ζ2T := h2
T

∑

T ′⊂ωT

‖rT ′ −RT ′‖2T ′ ,

where we recall that hT is the diameter of T . With these definitions, the lower error bound
(36) of Theorem 6.2 holds for any isotropic elements T . On the other hand the upper
bounds (44) and (50) reduce to

‖ε‖ + ‖∇T e ‖ . η + ζ.

Table 1 provides a list of stable elements covered by our analysis. The last column
gives alternative references where some equivalences between the error and the residual
error estimator have been proved (other kinds of estimators are omitted).

7 Numerical experiments

The following experiments will underline and confirm our theoretical predictions. This
example consists in solving the two dimensional Stokes problem (1) on the unit square Ω =
(0, 1)2. Here, we use the Crouzeix-Raviart element II (see Section 5.2), on an anisotropic
Shishkin type mesh composed of rectangles. This mesh is the tensor product of a 1D
Shishkin type mesh and a uniform mesh, both with n subintervals. With τ ∈ (0, 1) being
a transition point parameter, the coordinates (xi, yj) of the nodes of the rectangles are
defined by

dx1 := 2τ/n, dx2 := 2(1− τ)/n, dy = 1/n,
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Discretization Element Velocity / Pressure Name Ref. on residual
spaces error estimators

2D/conf. Triangle [P1 + el. bubble]2 / P1c Mini element [Ver89]
2D/conf. Triangle [P2]

2 / P1c Hood-Taylor [Ver89](claimed)
[Bur01](up. bound)

2D/conf. Triangle [P1]
2 + face bubbles · nE BFR [CF01]

/ P0

2D/conf. Rectangle [Q1]
2 + face bubbles · nE BFR [CF01]

/ P0

2D/conf. Triangle [Pl ⊕ λ1λ2λ3 P̃l−2]2 conforming CR [CF01]
/ Pl−1 l ≥ 2

2D/conf Rectangle [Ql]
2/Pl−1, l ≥ 2 [CF01]

2D/non conf. Triangle [P1]
2/P0 CR [DDP95], [CF01]

2D/non conf. Rectangle [P2]
2/P0 Section 5.3

2D/non conf. Triangle [P2]
2/P1 Fortin-Soulie [DDP95]

3D/conf. Tetra [P1 + el. bubble]3 Mini element
/ P1c

3D/conf. Tetra [P2]
3 / P1c Hood-Taylor [Bur01](up. bound)

3D/conf. Tetra [P1]
3 + face bubbles · nE BFR

/ P0

3D/conf Tetra [P2 ⊕ λ1λ2λ3λ4P0]
3 High order BFR

+face bubbles · nE / P1

3D/non conf. Tetra [P1]
3/P0 CR

3D/non conf. Penta [P2]3 / P0 Section 5.4
3D/non conf. Hexa [P2 + xyz]3 / P0 Section 5.5

Table 1: Stable isotropic elements covered







xi := i dx1 (0 ≤ i ≤ n/2),
xi := τ + (i− n/2) dx2 (n/2 + 1 ≤ i ≤ n),
yj := j dy (0 ≤ j ≤ n).

The discrete problem (9) is solved with the Uzawa algorithm. The number of degrees
of freedom is equal to n(3n+ 2) for each component of the velocity, and equals n2 for the
pressure. The total number of degrees of freedom (DoF ) is then equal to n(7n+ 4).

The tests are performed with the following prescribed exact solution (u , p) :







Φ = x2(1− x)2y2(1− y)2e−x/
√
ε,

u = curl Φ,

p = e−x/
√
ε.

This allows to have in particular div u = 0 and u |Γ = 0. Note that u and p present
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τ
Figure 1: Shishkin type mesh on the unit square with n = 8.

an exponential boundary layer of width O(√ε) along the line x = 0. The transition
parameter τ involved in the construction of the Shishkin-type mesh is defined by τ :=
min{1/2, 2√ε| ln√ε|}, i.e. it is roughly twice the boundary layer width. The maximal
aspect ratio in the mesh is equal to 1/(2τ).

To begin with, let us check that the numerical solution (uh, ph) converges towards the
exact one. To this end we plot the curves

• ||∇T (u − uh)||Ω as a function of DoF (see Figure 2 left),

• ||p− ph||Ω as a function of DoF (see Figure 2 right).

DoF

V
el

o
ci

ty
E

rr
o

r

103 104 105 106
10-5

10-4

10-3

10-2

eps=1E-04
eps=1E-06
eps=1E-08
eps=1E-10

DoF

P
re

ss
ur

e
E

rr
o

r

103 104 105 106

10-4

10-3

10-2

eps=1E-04
eps=1E-06
eps=1E-08
eps=1E-10

Figure 2: ||∇h(u − uh)||Ω (left) and ||p− ph||Ω (right) in dependence of DoF .

As we can see, the convergence rates for the velocity and for the pressure are of order 0.5,
as theoretically expected. This shows the good convergence of (uh, ph) towards (u , p).

Now we investigate the main theoretical results which are the upper and the lower error
bounds. In order to present the underlying inequalities (36) and (50) appropriately, we
reformulate them by defining the ratios of left-hand side and right-hand side, respectively:
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• qup =
||∇T (u − uh)||Ω + ||p− ph||Ω

η + ζ
as a function of DoF ,

• qlow = max
T∈T

ηT
||∇T (u − uh)||ωT

+ ||p− ph||ωT
+ ζT

as a function of DoF .

The second ratio is related to the local lower error bound and measures the efficiency
of the estimator. According to Theorem 6.2, qlow has to be bounded from above. This can
be observed indeed in the right part of Figure 3. Hence the estimator is efficient. Note that
the values of qlow are much alike the ones for other problem classes, cf. [Kun00, Kun01].

The first ratio qup is frequently referred to as effectivity index. It measures the reliability
of the estimator and is related to the global upper error bound. In order to investigate this
error bound, recall first that the alignment measures m1(·, T ) are expected to be of moder-
ate size since we employ well adapted meshes (cf. Theorem 6.11). Hence the corresponding
ratio qup should be bounded from above which is confirmed by the experiment (left part
of Figure 3). As soon as a reasonable resolution of the layer is achieved, the quality of the
upper error bound is independent of ε. Thus the estimator is reliable. Again the values of
qup resemble the ones for other problem classes, cf. above.
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Figure 3: qup (left) and qlow (right) in dependence of DoF .

8 Summary

We have proposed and analysed a posteriori residual type error estimators for the Stokes
problem on anisotropic meshes. Our investigations cover conforming and nonconforming
discretizations, 2D and 3D domains as well as different kinds of elements. Much effort has
been taken to impose as few assumptions as possible. For nonconforming discretizations,
the main demand consists in Crouzeix-Raviart type elements.
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The upper error bounds of Theorems 6.7 and 6.11 form two of the main results. In order
to obtain sharp bounds, the anisotropic mesh has to be properly aligned, as it is the case
with all known anisotropic (a posteriori) estimators. Here, this alignment enters explicitly
via a so-called alignment measure. In contrast to previous work (e.g. [Kun00, Kun01]),
this mesh alignment is not with respect to the error e = u − uh but also with respect
to other functions (cf. Theorems 6.7 and 6.11). As numerical tests confirm, this is only a
minor disadvantage.

Another main result is given by the local lower error bound of Theorem 6.2 which
could be proven for almost all cases. Only nonconforming 3D discretizations consisting
of pentahedra or hexahedra are exceptional where only a (weaker) global lower bound is
obtained.

For isotropic discretizations, much of the analysis simplifies. The main results are
presented in Section 6.4. The investigations seem to be novel for most 3D elements.

Numerical results accompany and confirm the theoretical predictions.
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Université de Valenciennes et du Hainaut Cambrésis
MACS
59313 Valenciennes Cedex 9
France

gerd.kunert@mathematik.tu-chemnitz.de
http://www.tu-chemnitz.de/∼gku
http://www.tu-chemnitz.de/sfb393/

Emmanuel.Creuse@univ-valenciennes.fr
http://www.univ-valenciennes.fr/macs/Emmanuel.Creuse/Page accueil.html

snicaise@univ-valenciennes.fr
http://www.univ-valenciennes.fr/macs/Serge.Nicaise/accueil.htm


	Introduction
	Preliminaries and notation
	Discretization
	Discretization of the domain  
	Discrete mixed formulation
	Finite element domains T and reference domains
	Requirements on the mesh and the elements

	Analytical tools
	Bubble functions, extension operator, inverse inequalities
	Clément interpolation
	Trace estimates

	Examples of finite elements
	Crouzeix-Raviart elements I
	Crouzeix-Raviart elements II
	Crouzeix-Raviart elements III
	Modified Crouzeix-Raviart elements on pentahedra
	Modified Crouzeix-Raviart elements on hexahedra
	Bernardi-Fortin-Raugel elements

	Error estimators
	Residual error estimators
	Proof of the lower error bound
	Proof of the upper error bound
	Error in the pressure
	Error in the velocity - Conforming case
	Error in the velocity - Nonconforming case

	Application to isotropic discretizations

	Numerical experiments
	Summary

