
Technische Universität Chemnitz
Sonderforschungsbereich 393

Numerische Simulation auf massiv parallelen Rechnern

Thomas Apel Nico Düvelmeyer
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1 Introduction

For three-dimensional finite element calculations both hexahedral and tetrahedral meshes are
widely used. The authors have experience with both types of mesh but our adaptive finite ele-
ment code for tetrahedral elements [1] is better developed than that for hexahedral meshes [2].
There are two reasons why we might want to transform a hexahedral mesh into a tetrahedral
one, namely comparisons of both programs for the same problem, and complicated third party
hexahedral meshes that we might want to use with our tetrahedral code.

Both the given hexahedral and the desired tetrahedral mesh should satisfy the admissibility
conditions in the sense of Ciarlet [3, pages 38, 51], in particular we assume that any face of any
element is either a subset of the boundary of the domain or face of another element of the mesh.
We do not consider meshes with so-called hanging nodes.

It is simple to subdivide one hexahedron into five or six tetrahedra. At the first glance it
seems easy to subdivide each hexahedron of a mesh to get a tetrahedral mesh. But these local
subdivisions are not independent from each other: to be an admissible mesh, faces must be split
in the same way in both adjacent elements. The next idea might be first to split all faces and then
to subdivide the hexahedra according to this face partition. However, it turns out that this is not
possible for arbitrary face-partitions, see Section 2.

Nevertheless, the problem is easy to solve, see [6, page 16]: Enumerate all vertices globally.
Then divide each quadrilateral face by the diagonal that starts from the vertex with the minimal
vertex number (of that face). This ensures compatibility of the mesh. Consider an arbitrary
hexahedron h and denote by v that vertex of h with minimal number. Three faces of h meet in
the vertex v. Observe that the diagonals of these three faces have v in common. This ensures that
one can split the hexahedron into six tetrahedra in the way that v is common vertex of all these
tetrahedra.

The disadvantage of this method is that geometry information is not used. Since we are
given sometimes quite distorted meshes we prefer face-splittings that divide large angles. We
will introduce a preference function a(f) that assigns each face f the preferred splitting. Since,
as mentioned above, it is not possible to generate tetrahedral meshes for arbitrary face-partitions
we have to reject the preference in some cases. In order not to reject arbitrary preferences we use
another function b(fi, fj) that indicates in cases of conflicting preferences a(fi) and a(fj) which
of the two preferences is more important.

Tetrahedra have plane triangular faces whereas the shape of a hexahedron is defined in general
by the position of its vertices via the iso-parametric mapping [3, pages 224 ff.]. This leads to
curved rectangular faces which cannot be split into plane triangles exactly. To avoid technicalities
in the definitions below we simply restrict ourselves to convex hexahedra with plane faces; they
are the convex hull of their vertices.

Problem 1 We are given an admissible hexahedral mesh M = (V, E ,F ,H) defined by a set
V of vertices v = (x, y, z) ∈ R

3, a set E of edges e = [ab] ({a, b} ⊂ V), a set F of faces
f = conv{a, b, c, d} ({a, b, c, d} ⊂ V), and a set H of hexahedra h = conv{a, b, c, d, e, f, g, h}
({a, b, c, d, e, f, g, h} ⊂ V).

We look for an admissible tetrahedral mesh M ′ = (V, E ′,F ′, T ) with the same set of vertices
V , but new sets of edges, faces and elements, denoted by E ′, F ′, and T , respectively. Each
hexahedron has to be the union of (5 or 6) tetrahedra.
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Number of faces of
Type type 1 type 2 type 3 Volume φmax

A 3 0 1 1/6 90◦

B 2 2 0 1/6 90◦

C 1 2 1 1/6 ≈ 125.26◦

D 0 0 4 1/3 ≈ 70.53◦

Table 1: Characterization of the types of proper tetrahedra

Whenever possible the faces should be split as indicated by the preference function a(.). If
the algorithm cannot satisfy both preferences for two faces fi and fj then the preference for face
b(fi, fj) is more important.

As mentioned above there are face-partitions of a hexahedron without a corresponding tetra-
hedral subdivision of this hexahedron. In Section 2, we will derive a necessary and sufficient
property of the face-partition such that a tetrahedral subdivision exists. Section 3 is then devoted
to the construction of face-partitions with this property. Hence Problem 1 is solved.

Related work is done by Hacon and Tomei [5]. These authors investigate conditions such that
certain special partitioning procedures work. This is a different goal.

2 Local theory

Let us consider a mesh that consists only of one hexahedron h, H = {h}. For the ease of
description in this section, the considered element is the unit cube, h = [0, 1]3. All results of this
section can be shown also for more general cases unless modifications are indicated.

We number the vertices of the element as illustrated in Figure 1 and get consequently
V = {v1, v2, . . . , v8}, E = {[v1v2], [v2v3], [v3v4], [v4v1], [v5v6], [v6v7], [v7v8], [v8v5], [v1v5],
[v2v6], [v3v7], [v4v8]}, F =

{

conv{v1, v2, v3, v4}, conv{v1, v2, v6, v5}, conv{v1, v4, v8, v5},
conv{v2, v3, v7, v6}, conv{v5, v6, v7, v8}, conv{v4, v3, v7, v8}

}

, h = conv{v1, v2, . . . , v8}.
Edges in E ′ can only be edges e ∈ E (such as [v1v2]), diagonals of faces f ∈ F (like [v1v3])

and spatial diagonals of h (like [v1v7]).
We distinguish three possible types of faces (triangles) in F ′, see also Figure 2, type 1: right

isosceles as one half of a face of F (e.g. 4v1v2v6); type 2: right-angled triangles with one edge,
one face diagonal and one spatial diagonal of h as sides (e.g. 4v2v4v6); and type 3: equilateral
triangles bounded by face-diagonals (e.g. 4v1v6v8).

There are four types of proper tetrahedra, see Figure 3. Types A, B, and C have three vertices
in a face f ∈ F , and the fourth in the parallel face. The only tetrahedra without a face within
the boundary of the cube are regular and of type D. All six edges of these tetrahedra are face-
diagonals of M . For all the types of tetrahedra, Table 1 summarizes the types of faces, the
volume and the maximal angles between faces, φmax. Figure 3 shows examples for each type of
tetrahedron.

Remark 2 One can consider two further types of sets of four vertices. In our example where
the hexahedron is a cube, these points are planar and do not form a proper tetrahedron. For
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PSfrag replacements
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Figure 1: Numbering of vertices in V

(a) Type 1 (b) Type 2 (c) Type 3

Figure 2: Three types of triangular faces

(a) Type A (b) Type B (c) Type C (d) Type D

Figure 3: Illustration of the types of proper tetrahedra
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(a) Type 1 (b) Type 2 (c) Type 3 (d) Type 4

(e) Type 5 (f) Type 6 (g) Type 7

Figure 4: Illustration of the types of face-partitions of a hexahedron

more general hexahedra they may become tetrahedra with φmax ≈ π which is not desirable from
the numerical point of view. Therefore we do not call them proper, and we postulate that the
algorithms do not use them.

A face f ∈ F can be split in two ways into two triangles. We can describe it by the vertices
of the corresponding diagonal. The 26 = 64 possible face-partitions of the six faces in F can be
grouped into 7 types. Two face-partitions belong to the same type if there is an affine transforma-
tion transforming all diagonals from the first to those of the second face-partition. Figure 4 shows
examples of all types, Table 2 lists the number of face-partitions of each type and the symbolic
representation of the examples. The fact that there are 26 = 64 = 4 + 4 + 24 + 12 + 12 + 2 + 6
different face-partitions shows the completeness of this list.

Now we can state the first result:

Theorem 3 For a given face-partition of an element h of type 1, 2, 3, 4 or 6 there exists a
subdivision of h into a mesh with proper tetrahedra which induces this face-partition. For face-
partitions of type 5 and 7 such a subdivision does not exist.

Proof The first statement can be proven by giving a mesh (list of vertices of the tetrahedra), see
Table 3 and Figure 5. For completeness there are given two different possible subdivisions for
face-partitions of type 6. Table 4 shows how many subdivisions exist for each type as well as the
types of the tetrahedra. Several possibilities are mentioned in one row if they can be transformed
into each other by rotation and reflection.
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Type Occurrences Example (diagonals are given)
1 4 [v1v3], [v5v7], [v1v6], [v2v7], [v4v7], [v1v8]
2 4 [v2v4], [v6v8], [v1v6], [v2v7], [v4v7], [v1v8]
3 24 [v2v4], [v5v7], [v1v6], [v2v7], [v4v7], [v1v8]
4 12 [v2v4], [v5v7], [v2v5], [v2v7], [v4v7], [v1v8]
5 12 [v2v4], [v5v7], [v1v6], [v2v7], [v3v8], [v1v8]
6 2 [v2v4], [v5v7], [v2v5], [v2v7], [v4v7], [v4v5]
7 6 [v2v4], [v5v7], [v1v6], [v2v7], [v3v8], [v4v5]

Table 2: Types of face-partitions

Type t1 t2 t3 t4 t5 t6
1 {1, 2, 3, 7} {1, 3, 4, 7} {1, 2, 7, 6} {1, 5, 6, 7} {1, 4, 8, 7} {1, 5, 7, 8}

2 {1, 2, 4, 6} {2, 3, 4, 7} {1, 5, 6, 8} {1, 4, 8, 6} {2, 4, 6, 7} {4, 6, 7, 8}

3 {1, 2, 4, 7} {2, 3, 4, 7} {1, 2, 7, 6} {1, 5, 6, 7} {1, 4, 8, 7} {1, 5, 7, 8}

4 {1, 2, 4, 7} {2, 3, 4, 7} {1, 2, 7, 5} {2, 5, 6, 7} {1, 4, 8, 7} {1, 5, 7, 8}

6 {1, 2, 4, 5} {2, 3, 4, 5} {2, 5, 6, 7} {4, 5, 7, 8} {2, 3, 5, 7} {3, 4, 5, 7}

6 {1, 2, 4, 5} {3, 2, 7, 4} {6, 5, 7, 2} {8, 7, 5, 4} {1, 3, 8, 6} –

Table 3: Example subdivisions for a given type of face-partition, indicated by the numbers of the
vertices

Type of Number of Number of tetrahedra of
face partition possibilities type A type B type C type D

1 1 6
2 3 2 2 2
3 1 1 4 1
4 2 2 2 2
6 4 3 3
6 1 4 1

Table 4: Subdivisions with number and types of tetrahedra
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(a) Type 1 (b) Type 2 (c) Type 3

(d) Type 4 (e) Type 6 (1) (f) Type 6 (2)

Figure 5: Example subdivisions for a given type of face-partition

PSfrag replacements
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Figure 6: Conflicting partitions of four faces
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For face-partitions of type 5 and 7, one can choose four face-diagonals that do not have a
common point (e.g. the diagonals [v2v4], [v5v7], [v1v6] and [v3v8], see Figure 6). Now we assume
that a subdivision of h into proper tetrahedra would partition the corresponding sides in this
way and argument by contradiction. The triangle 4v1v2v6 is the face of a tetrahedron with
vertices v1, v2, v6 and vi ∈ {v3, v4, v7, v8}. The choice i = 3 contradicts the partition of the face
conv{v1, v2, v3, v4}. The other three cases imply that one of the inner diagonals [v4v6], [v1v7] or
[v2v8] belong to E ′. Since there can only be one inner diagonal in E ′, we get [v3v5] 6∈ E ′.

Repeating the argument with triangles 4v5v6v7, 4v3v7v8, and 4v2v3v4 excludes the other
spatial diagonals [v2v8], [v4v6], and [v1v7], respectively. Since this contrasts the above statement,
Theorem 3 is proved.

�

Now we introduce some notation that is useful in the context of a finite element mesh with
more than one element. For a hexahedron h a face-pair p consists of two non-adjacent faces
of h. In the special case of a cube, these are pairs of parallel faces. There are exactly three
face-pairs per hexahedron. With a given face-partition there are two partitioning diagonals [vivj]
and [vkvl] for a given face-pair p. The pair p is called inversive partitioned, if conv{vi, vj, vk, vl}
is a tetrahedron of type D, otherwise it is called parallel partitioned. In the first case the tetrahe-
dron conv{vi, vj, vk, vl} is called the orientation tetrahedron of p. Note that there are only two
possibilities for an orientation tetrahedron. With this notation we can reformulate Theorem 3 if
we consider all types of face-partitions of h.

Corollary 4 For a given face-partition, there exists a subdivision of a hexahedron h into proper
tetrahedra (which induces this face-partition) if and only if all inversive partitioned face-pairs
produce the same orientation tetrahedron.

3 Global theory

Let us now introduce a binary relation P in the set F of faces:

fiPfj ⇐⇒ i = j or ∃n ∈ N, fi0, . . . , fin ∈ F :

i0 = i, in = j, {fik−1
, fik} forms a face-pair (∀k = 1, . . . , n).

That means, two faces fi and fj are in relation, fiPfj , if they are equal or if there exists a
sequence fi0 , . . . , fin of faces such that successive faces form face-pairs in the sense of Section 2.

The relation P is by construction a congruence relation. Because no face belongs to more
than two face-pairs, each congruence class [f] has a linear structure: [f] = {fi0, fi1 , . . . , fin}
where {fik−1

, fik} forms a face-pair (k = 1, . . . , n). The faces fi0 and fin are either boundary
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(a) Chain (b) Parallel ring (c) Twisted ring

Figure 7: Illustration of the different types of equivalence classes; the coloring of faces empha-
size the difference between (b) and (c), the faces of the equivalence class are hidden in general

faces or form another face-pair. In the first case, the partition of all faces in [f] can be chosen
such that all face-pairs are parallel partitioned (simply by starting with fi0 and continuing with
fik , k = 1, . . . , n). In this case we call [f] a chain, otherwise [f] is called ring. We distinguish
two sorts of rings. If a partition of the faces exists such that {fik−1

, fik}, k = 1, . . . , n, and also
{fi0 , fin} are parallel partitioned, we call [f] a parallel ring. Otherwise [f] is called twisted ring,
see Figure 7. We note that parallel rings are simple to treat and twisted rings require more care.
Note further that twisted rings can appear even in simply connected domains, see [5, Figure 7].

Algorithm 5 Given a mesh M = (V, E ,F ,H) this algorithm produces an admissible mesh
M ′ = (V, E ′,F ′, T ).

1. For every element h ∈ H choose an orientation tetrahedron (type D) arbitrarily.

2. For every congruence class [f ] do:

• If [f ] is a chain or a parallel ring choose a partition of all faces, such that all corre-
sponding face-pairs are parallel partitioned.

• If [f ] is a twisted ring choose a face-pair as fi0 , fin . Now choose the partition of
these two faces such that this face-pair is inversive partitioned and the orientation
tetrahedron equals the one chosen in Step 1. The other face-partitions of this ring
are chosen such that all remaining face-pairs are parallel partitioned.

3. Every element h ∈ H is subdivided with the already chosen face-partition (in the preferred
fashion).

Corollary 4 shows the feasibility of Algorithm 5.
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The partition of a face divides two angles and leaves the other two. For approximation reasons
it is advantageous to avoid large angles, therefore (and may be also due to other optimality
criteria) we can have a preference which face-splitting should be performed. Note however, that
the angles can be of nearly equal size such that we might have no preference. We formulate
this in mathematical terms by introducing a preference function of face-partitions a : F →
P2(V)∪{no preference} (P2(V) denotes the set of subsets of V with two elements), that means,
for each face f = conv{vi, vj, vk, vl} ∈ F we have

a(conv{vi, vj, vk, vl}) =







{vi, vk} if [vivk] is preferred,
{vj, vl} if [vjvl] is preferred,
no preference if either diagonal is suited for the splitting.

(1)

Since there might not exist a subdivision of the hexahedral mesh that satisfies all preferences let
further b : P2(F) → F be another preference function defined in the sense that if we cannot use
both preferred face-partitions for the faces fi, fj, we want to use the preferred face-partition of
the face fi iff b(fi, fj) = fi.

Remark 6 We could have used only one instead of two preference functions. For example we
could define a : F → R where positive and negative function values distinguish the preference
of the two diagonals and the zero value corresponds to the no preference case. Instead of the
preference function b(fi, fj) we could exploit the absolute values |a(fi)| and |a(fj)|. We remark,
however, that our description with two functions restricts to the minimum information necessary.
Note that a(f) can have only three values, see (1). The function b(fi, fj) can adopt only two
possible values.

Another definition seems to be useful. Assume we are given a vector c = [cm]#F

m=1. The length
of the vector is equal to the number #F of faces in F . Each index m corresponds to a face fm =
conv{vi, vj, vk, vl} ∈ F and the vector entries satisfy cm ∈

{

{vi, vk}, {vj, vl}, no preference
}

.
The vector might be a representation of the function a(.) but it can also be modified, see Al-
gorithm 8 below. With respect to this vector c, a congruence class [f] = {fi0 , fi1, . . . , fin} is
split into subchains (fij , . . . , fik). Here, a subchain (fij , . . . , fik) is a maximal sequence of con-
secutive faces with ci = no preference, i = ij+1, . . . , ik−1. The term maximal has a three-fold
meaning. Generally it means that the first and the last faces of a subchain (fij and fik) have a pre-
ferred face-partition, cij 6= no preference and cik 6= no preference (otherwise we could enlarge
the subchain) but all intermediate face have not. Alternatively, the first or the last face could be a
boundary face of a chain (fi0 or fin). The third meaning occurs in a ring where all faces have no
preferred face-partition. In this case the subchain coincides with [f] (this is the only case where
the faces fij , fik of the representation of the subchain are not unique).

Remark 7 Note that in a ring we choose arbitrarily a face number to be i0. In the case ci0 =
no preference there is also a subchain of the form (fij , . . . , fin, fi0 , . . . , fik) where j ≤ n, k > 0.

With this notation of a subchain we can formulate the following algorithm. The discussion is
given afterwards.
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Algorithm 8 Given a mesh M as well as the preference functions a and b in the above sense,
this algorithm produces a mesh M ′ = (V, E ′,F ′, T ) as described in Problem 1.

1. For every element h ∈ H choose an orientation tetrahedron (type D) arbitrarily.

Initialize a vector c = [ci]
#F

i=1 with ci = a(fi).

2. For every congruence class [f] = {fi0, fi1 , . . . , fin} perform Steps 2a, 2b.

(a) Repeat until the the vector c is not modified any more:

For each subchain (fij , . . . , fik) of [f ] do:

i. Check all faces fi, i = ij, . . . , ik, with ci = no preference for the possibility to set
ci 6= no preference such that each face-pair of the subchain is

• either parallel partitioned

• or inversive partitioned and the orientation tetrahedron equals the one chosen
in Step 1.

ii. If Step 2(a)i is not successful (it is not possible to set all ci, i = ij, . . . , ik, to a value
distinct from no preference) set cij or cik to no preference according to b({fij , fik})
(in case fij = fik there is no choice).

(b) Set ci for all unpartitioned faces fi ∈ [f ] according to the condition tested in Step 2(a)i.

3. Every element h in H is subdivided with the face-partition c (in the preferred fashion).

The idea behind this algorithm is first to partition all faces in the preferred way. Next we
check if it is possible to satisfy all preferences. For complexity arguments we perform this check
only in conjunction with an additional requirement: compatibility with given (fixed) orientation
tetrahedra. Thus we need a good heuristic for Step 1 in Algorithm 8, see Remark 9 below. What
we get is an independence of the partitions of faces not belonging to the same equivalence class.
If we notice (in Step 2a) that our preferred face-partitions are incompatible, we have to give up
preferences.

The check in Step 2a is very easy: if cij = no preference, or cik = no preference, or the
parallel continuation of cij to the face fik yields the partition cik , then the check is passed (paral-
lel continuation will only produce parallel partitioned face-pairs, unless the subchain coincides
with [f] which is completely unpartitioned in which case we can proceed as in Algorithm 5).
Otherwise both cij and cik are predefined (6= no preference) and parallel continuation from fij

to fik is impossible. In this case we check all pairs {fil , fil+1
} (l = j, . . . , k − 1) if their partition

obtained by parallel continuation from fij and fik , respectively, induces the chosen orientation
tetrahedron. If there is such a pair then the face-partitions are compatible, otherwise not.

In Step 2(a)ii we must change the value of either cij or cik . This choice is a heuristic decision.
If we changed the face-partition to the other diagonal, we could run into new problems with other
faces. So we mark them better as no preference. Of course, the order of corrections influences
the result. But we try to minimize this influence by only correcting subchains of faces.

As soon as all preferences are made compatible, we continue with Step 2b. Note that this
setting is in general not uniquely defined. Any setting is acceptable. Possibly one can add here
another optimization step.

10



Remark 9 Another interesting question is how to choose orientation tetrahedra in Step 1. Let us
discuss the case that the edge-graph of our mesh is bipartite. This means that the set V of vertices
can be divided into two disjoint subsets, say blue and red vertices, such that each edge e ∈ E
connects vertices of different color. In this case, we can choose for every hexahedron this orien-
tation tetrahedron whose vertices are red. This ensures that every subchain (fij , fij+1

, fij+2
) (and

also longer subchains) passes our check: Either we can choose cij+1
such that both {fij , fij+1

}
and {fij+1

, fij+2
} form parallel pairs. Or, when this is not possible, one diagonal of the two

diagonals indicated by cij and cij+2
has red vertices. In the latter case the inversive partition of

the corresponding pair is admissible.
Note that in most cases the edge-graph is bipartite and we can color the vertices. As we

will prove in the Appendix this is for example true when the closure of our domain is simply
connected, e.g. homeomorphic to the unit ball. If the edge-graph is not bipartite we could refine
the mesh (split every hexahedron into 8 hexahedra, using new vertices in the center of each edge,
face and hexahedron) and the resulting mesh then has a bipartite edge-graph.

This coloring provides also an algorithm that produces a mesh with tetrahedra of types A
and D only: choose the face-partitions by connecting only red vertices. Then each hexahedron
has a face-partition of type 6. This type of subdivision was previously investigated in [5].

Finally we remark that there should be no problem if our elements are slightly distorted and
do not have plane faces since the algorithm considers only the topology of the mesh and the
preference functions. Problems arise if the orientation of the tetrahedra changes (i.e. the signed
volume becomes zero or negative). This must not happen for tetrahedra of type A, since then the
isoparametric mapping of the hexahedron is not invertible [7]. For tetrahedra of types B or D we
also forbid such an orientation change since this case seems not to be of interest in practice (and
would require much more care).

If it happens for type C tetrahedra and if there is at most one degenerated tetrahedron t∗ =
t∗(h) of type C for every hexahedron h ∈ H we can still use a modification of the algorithm:
Consider such a hexahedron h with one degenerated tetrahedron t∗. The question is how to
avoid that t∗ is used in the subdivision. A closer look at the possibilities mentioned in Table 4
shows that the only problematic case is a particular face partition P of h that is of type 3. It
can be subdivided in only one specific manner and this includes the degenerated tetrahedron
t∗. On the other hand, the partition P contains exactly one inversive partitioned face-pair, and
this one can be excluded from use by choosing the appropriate orientation tetrahedron of h. So
this problematic face partition is avoided and Algorithm 8 (that respects the chosen orientation
tetrahedra) yields an admissible tetrahedral mesh.
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Appendix

In this appendix we prove the conjecture stated in Remark 9.

Lemma 10 Consider a hexahedral mesh of a domain Ω and assume that the closure of Ω is
simply connected. Then the corresponding edge-graph is bipartite.

Proof On the one hand, the closure of our domain is simply connected, i.e. every loop is ho-
motopic to the trivial loop.

On the other hand the closure of our domain is the union of hexahedral elements and by the
result of [6] (mentioned in the introduction) it is also the union of tetrahedral elements (defining
a simplicial complex K) where edges are only edges of the hexahedral mesh, diagonals of the
quadrilateral faces or space diagonals of the hexahedra. By using Theorem 3.4.15 of [4, page
160] we can conclude that also the simplicial complex K is simply connected in the sense of this
book. This means that every edge-loop v0v1 . . . vk−1v0 can be transformed to the trivial loop v0 in
finitely many steps of reduction and expansion (a series vivi+1vi+2 may be substituted by vivi+2

if these three vertices all belong to one triangle of K, and vice versa). Now we set the length
l([vw]) of an edge [vw] of K to the number of corresponding hexahedral edges: l([vw]) = 1 if
[vw] is an hexahedral edge, l([vw]) = 2 for face-diagonals and l([vw]) = 3 for spatial diagonals.
We realize that the parity of the total sum of lengths for an edge-loop is an invariant for reduction
and expansion steps (we only need to consider the three types of faces of F ′ as introduced in
Section 2 since they correspond to all possibilities for triangles of K). For the trivial loop this
total sum is zero, so every edge-loop of hexahedral edges must have an even number of edges.
This is a sufficient condition for the edge-graph to be bipartite.

�
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02-10 Ph. Cain, R. A. Römer, M. E. Raikh. Renormalization group approach to energy level statistics at
the integer quantum Hall transition. July 2002.
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