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Abstract

Traditional algorithms in computational geometry assume that the input points are given
precisely. In practice, data is usually imprecise, but information about the imprecision is often
available. In this context, we investigate what the value of this information is. We show here
how to preprocess a set of disjoint regions in the plane of total complexity n in O(nlogn)
time so that if one point per set is specified with precise coordinates, a triangulation of the
points can be computed in linear time. In our solution, we solve another problem which we
believe to be of independent interest. Given a triangulation with red and blue vertices, we
show how to compute a triangulation of only the blue vertices in linear time.

1 Introduction

Computational geometry deals with computing structure in 2-dimensional space (or higher). The
most popular input is a set of points, on which something useful is then computed, for example, a
triangulation. Algorithms for these tasks have been developed many years ago, and are provably
fast and correct. However, there is one major obstacle to the practical application of geometric
algorithms. Such algorithms work provably correct on the given input, but in practice, this input
is often taken from the real world, and therefore has an intrinsic error. When the input is not
precise, the value of the output is questionable.

In many applications, even though data is imprecise, some information about the error is known.
For example, a point may be known not to be more than some € away from a given point, to
be inside a given region, or even to be chosen from a known probability distribution. Over the
years, several approaches have been proposed to use this additional information, varying from
fuzzy methods to computing partial output that is certain to be combinatorially correct.

1.1 Related work

Data imprecision in computational geometry has traditionally been considered mostly in stochas-
tic or fuzzy settings [12, 20]. However, in recent years there has been a growing interest in exact
models of imprecision. Guibas et al. [10] introduce the notion of epsilon geometry, a framework for
robust computations on imprecise points. Abellanas et al. [1] and Weller [22] study the tolerance
of a geometric structure: the largest perturbation of the vertices such that the combinatorial struc-
ture remains the same. Bandyopadhyay and Snoeyink [2] compute the set of “almost-Delaunay
simplices”, which are the tuples of points that can define a Delaunay simplex if the entire point
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set is perturbed by at most ¢ > 0. Ely and Leclerc [9] and Khanban and Edalat [14] consider
the epsilon geometry versions of the In-Circle predicate for Delaunay triangulation with imprecise
points modeled as disks or rectangles, respectively. Khanban and co-authors [13, 15] developed a
theory for returning partial Delaunay or Voronoi diagrams, consisting of the portion of the diagram
that is certain. Van Kreveld and Loffler [18, 17] consider the problem of determining the smallest
and largest possible values for geometric extent measures—such as the diameter or convex hull
area—of a set of imprecise points.

1.2 Preprocessing imprecise points

Here we study the situation where each point is known to lie in a predescribed region in the plane.
We are interested in preprocessing such a collection of regions, such that if the points are later
given precisely, we can do certain computations faster. This is not always possible: if all regions
have a common intersection, then we could still get any point set as a precise sample, and lower
bounds for the classical case still apply.

Some results in this model are already known. Held and Mitchell [11] consider the problem of
preprocessing a set of n disjoint unit discs in O(nlogn) time, such that when one point in each
disc is given, the point set can be triangulated in linear time. They give a simple and practical
solution. Their result can be extended to overlapping regions of different shapes, as long as the
regions do not overlap more than a constant number of other regions, the regions are fat, and the
sizes do not vary by more than a constant. In the same setting, Loffler and Snoeyink [16] show that
such a set of discs can be preprocessed in O(nlogn) time such that the Delaunay triangulation of
the points can be computed in linear time. This algorithm relies on the linear-time constrained
Delaunay triangulation algorithm for polygons by Chin and Wang [6], which would not be easy to
implement. The same extensions to partially overlapping fat regions are possible.

In both previous results, the extensions work only up to a class of shapes bounded by a number
of parameters, which end up as constant factors in the running times. An interesting question
is what can be done for more general regions. As mentioned earlier, we cannot hope to do any
useful preprocessing if the overlap of the regions is not bounded. However, for a set of n general
disjoint regions in the plane, there is hope. For such a set of regions, the Delaunay triangulation
is out of reach: Djidjev and Lingas [7] show that even if the sorted order of a set of points is
given, computing the Delaunay triangulation has a ©(nlogn) lower bound. If our set of regions
is a set of vertical lines, then all information a preprocessing phase could compute is exactly this
order (and the distances, but they can be computed from the order in linear time anyway). Here
we show that, although the Delaunay triangulation is out of reach, we can preprocess a set of
disjoint regions such that some triangulation of a sample can be computed in linear time. Also,
our algorithm is simple and, in particular, does not depend on linear time polygon triangulation.

To solve the problem, we use a relatively new technique that is called scaffolding. We first build
a scaffold (in our case a triangulation) that captures the typical layout of the points we really
want to triangulate. Then, once they are known, we insert the points into the scaffold and then
remove the scaffold using a splitting algorithm (also called a hereditary algorithm). The problem
in this case is to split a triangulation: given a triangulation in the plane with red and blue vertices,
we want to compute a triangulation of only the blue (or red) vertices in linear time. Splitting
algorithms have been studied before. For example, Chazelle et al. [4] show how to compute, given a
Delaunay triangulation with red and blue vertices, the Delaunay triangulation of the blue vertices
in linear time. Related to this, Chan [3] shows how to compute the convex hull of a subset of the
vertices of a simple polygon in linear time, and a triangulation in O(nlog* n) time. Our result
improves this to linear time. Chazelle and Mulzer [5] show how to split a 3D convex hull.

In the next section, we study the triangulation splitting problem. Then, in Section 3, we show how
to preprocess a set of disjoint regions in the plane for linear-time triangulation of sample points,
using this result. In Section 4, some concluding remarks are given.
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Figure 1: (a) Example input with red (open) and blue (solid) points. (b) Example output.

2 The partial triangulation problem

Problem 1 Given a triangulation embedded in the plane with vertices that are coloured either red
or blue, compute a triangulation of only the blue vertices.

Figure 1 shows an example of this problem.

To solve the problem, we will remove all of the red points one by one, until we only have blue
points left. During this process, we will maintain a subdivision of the plane with certain properties,
which allow us to quickly find new red points to remove and to remove them efficiently. We first
describe this subdivision and some operations we can perform on it, and then give the algorithm
and time analysis.

2.1 Structure and operations

During the algorithm, we will maintain a subdivision of the plane that uses the blue points and
remaining red points as vertices. The subdivision is a special kind of pseudotriangulation. A
pseudotriangulation is a subdivision of a convex region into pseudotriangles: simple polygons
with exactly three convex vertices. The three convex vertices are also called the corners of the
pseudotriangle, and the three polygonal lines connecting each pair of corners are called the sides of
the pseudotriangle. (Note that we don’t require a pseudotriangulation to be ‘pointy’ or ‘minimal’.)

In the pseudotriangulation that we maintain, we allow only two types of faces: triangles and fozes.
A fox is a pseudotriangle that has only one side which is not a straight edge, and for which all
vertices along this side are blue, and the one remaining vertex is red. We call the red vertex
the chin of the fox, and the other two convex vertices the ears. Figure 2 shows an example of
a fox. For each fox, we store the chain of concave blue vertices in a balanced binary tree. If a
pseudotriangulation only has triangles and foxes as faces, we call it happy.

Note that our input triangulation is happy, since it only has normal triangles. Also note that if
we manage to remove all red vertices and maintain a happy subdivision, we cannot have any foxes

Figure 2: A fox is a pseudotriangle with one red vertex and one concave chain of blue vertices.
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Figure 3: (a) The pseudotriangles incident to a given red point form a star-shaped region. (b) By
adding and removing the appropriate edges, we can make Condition (x) hold.

left, since they have a red vertex: we are left with only normal triangles with three blue vertices,
which is the required output of the algorithm.

Whenever we have a happy subdivision, we will denote the number of blue points by n and the
number of remaining red points by k.

For a given red point p, let r(p) be the number of red neighbours of p and b(p) the number of blue
neighbours of p (i.e., r(p) + b(p) is the degree of p). Observe that any face which p is incident to is
either a triangle or a fox that has p as its chin. As a consequence, the union of all faces incident
to p forms a star-shaped polygon. By c¢(p) we denote the total complexity of this polygon.

In addition to the shape restriction on the pseudotriangles, we will pose one more condition that
we will maintain throughout the algorithm. For all red points p, Condition (x) should hold.

b(p) <2-r(p)+3 (*)

This condition is not necessarily true for the input triangulation, so we will have to do an initial
pass over the input triangulation to make this condition hold.

We will define some useful operations that we can perform on this triangulation.

2.1.1 Simplifying a red point

Lemma 1 Let p be a red point in a happy pseudotriangulation. We can make Condition () hold
for p in O(c(p)) time.

Figure 3 shows an example. Since p is a red point, and the pseudotriangulation is happy, the
region around p (the union of its incident cells) is a star-shaped polygon of which all red and all
convex vertices are connected to p. The purpose of this step is to remove any superfluous red-blue
edges that p has. We leave all red-red edges where they are, so we don’t need to consider them.
Between each pair of red neighbours of p, there is a sector of the star that has only blue points (we
will consider the case where p has no red neighbours separately). We will first prove the following
lemma for a single sector.

Lemma 2 Let p be a red point, and let 1 and g2 be two red neighbours of p such that there are
no other red neighbours of p between them. Let b be the number of blue neighbours of p between
q1 and g2, and c the total number of blue points between q1 and gz. In O(blogc+ m) time or in
O(c) time, we can update the subdivision such that the number of red-blue edges from p to a point
between q1 and qz is at most 2 if £q1pge2 < 180°, and at most 3 otherwise.



Proof: We have a sequence of blue points, some of which may be connected to p. The first
and last points are always connected to p, since their neighbours are red, and any face of the
subdivision with two red vertices must be a normal triangle. Now, if any other point s is also
connected to p, we can almost always remove it. There are two cases.

If the angle at s after removing edge ps is concave, we can simply remove the edge. Both neighbours
of s are blue, so the two cells ps separates must be foxes (or triangles with one red and two blue
vertices, which are degenerate foxes). Since s is also concave, the combination of both cells is still
a valid cell. In this case, we do need to concatenate the two binary trees that store the chains
between the ears of the foxes. We postpone this concatenation until the end of the procedure.

If the angle at s after removing edge ps is convex, we can still remove the edge if the triangle
formed by s and its two neighbours is empty. If this is the case, we add the edge between the
neighbours of s, forming a completely blue triangle, then add edges from the two neighbours of
s to p, and recurse. If the triangle is mot empty, then we must keep ps. However, this is only
possible if p itself is inside this triangle, which can happen at most once and only if the angle of
the sector is at least 180°.

After all superfluous red-blue edges have been removed, we might be left with a sequence of
O(b) blue chains, stored as balanced binary trees, of total complexity O(c), which have to be
concatenated into one big balanced binary tree. We note that this can be done in O(bloge) time
by merging them one by one, or in O(c¢) time by simpy building a new tree from scratch. X

With this result, we can prove Lemma 1.

Proof: We apply Lemma 2 to all sectors, using the O(c) time complexity algorithm. There can
be at most 2 sectors with an angle of at least 180°, so if p has any red neighbours the number of
red-blue edges after simplifying all sectors is at most 2r(p) + 2.

If p does not have any red neighbours, we can still proceed with deleting blue edges as described
above, until there are only three neighbours left. In fact, in this case we are just triangulating the
star-shaped polygon that remains after taking p out.

In both cases, Condition () follows. X

2.1.2 Subdividing a pseudotriangle

Lemma 3 Let T be a pseudotriangle with the property that all concave vertices are blue. We
can subdivide T into O(1) non-blue triangles and foxes plus some number of triangles that are
completely blue, in time O(logc + m) where ¢ is the complezxity of T and m is the number of
blue-blue edges we produce in this step.

Proof: If none of the sides of T" have any concave vertices, then T is already a normal triangle.

If only one of the sides has concave vertices, and the corner opposite to it is blue, then we can
triangulate the pseudotriangle with edges from the blue corner to all of the concave vertices, see
Figure 4(a). This creates many blue triangles, and at most two triangles that involve a red point.
If the corner opposite to it is red, then depending on the colours of the other two corners we either
make an edge to the neighbours or not, see Figure 4(b). In this case, we make one fox and at most
two triangles on the sides.

If two of the sides of the pseudotriangle have a concave vertex on them, consider the corner between
these two sides. We can add an edge between its two neighbours, which are both blue. We can
then continue adding blue-blue edges between the two chains, until this is no longer possible. The
part that is left is then either a quadrilateral, see Figure 4(c), which we can simply split into two
triangles, or a pseudotriangle with at most one side with concave vertices, see Figure 4(d), which
we can further split in the way described above.
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Figure 4: We can subdivide any pseudotriangle into O(1) triangles and foxes, plus a number of
polygons that only have blue vertices.

If all three sides have concave vertices on them, consider one of the corners. If we can make an edge
between this corner and one concave vertex of the opposite side, then this splits the pseudotriangle
into two pseudotriangles with both at most two sides with concave vertices, see Figure 4(e), which
we can then further split as described above. We can find out whether there is such an edge
in O(logc) time by extending the edges adjacent to the corner, and intersecting them with the
opposite chain. If this is not possible for any corner, then we can connect the two neighbours of
each corner with a blue-blue edge, see Figure 4(f). The remaining area has only blue vertices, and
can be triangulated in any way. X

2.1.3 Removing a red point

Lemma 4 Let p be a red point in a happy subdivision with r(p) = O(1), for which Condition (*)
holds. We can remowve this point from the subdivision, and partition the gap it leaves into triangles
and fozes in O(log c(p) +m) time, where m is the number of blue-blue edges formed in this step.

Proof: Because of Condition (x), we know that also b(p) = O(1). We can remove p and all its
incident edges, of which there are only a constant number. This results in an empty star-shaped
polygon which needs to be partitioned into smaller cells again, see Figure 5(b). The complexity of
this polygon is ¢(p), and consists of 7(p) red points and at most b(p) concave chains of blue points.

We will partition the gap into pseudotriangles. As described in [21], we can add geodesic shortest

(a) (b) (c)

Figure 5: (a) A red point p of constant red degree and its incident pseudotriangles. (b) The empty
polygon after removing p. (c) A repseudotriangulation of the gap.



paths between pairs of convex vertices of a simple polygon, until a (minimal) pseudotriangulation
has been found. Since we have only a constant number of convex vertices, we only need to insert
a constant number of shortest paths. For a given pair of vertices, we can compute this shortest
path in O(log ¢(p)) time, because we stored the chains of concave vertices in binary trees and we
can compute tangents in logarithmic time. After this procedure, the gap has been split into a
constant number of pseudotriangles in O(log ¢(p)) time, see Figure 5(c). All the pseudotriangles
have only blue concave vertices. We may have to split this binary trees that store the blue vertices
into smaller parts, but only a constant number. One split can be done in logarithmic time, so this
also takes O(log c(p)) for all trees together.

We now apply Lemma 3 to all of these pseudotriangles to obtain a partitioning of the gap into a
constant number of triangles and foxes, plus any necessary number of completely blue triangles.
X

We now have a happy subdivision again, although Condition (*) may no longer be true for some
red vertices on the boundary of the gap.

2.2 The algorithm

First, we must make sure that all red points in the pseudotriangulation satisfy Condition (). To
this end, we simply apply Lemma 1 to all red points. This clearly takes linear time in total.

Now, we perform a sequence of reduction steps, each time reducing the number of red points by
removing a constant fraction.

When we have k red points left, we want to find an independent set of ©(k) red points that all
have constant red degree. Since this step does not depend on any blue points, and because of
Condition (%), this can easily be done in O(k) time.

Then, we remove each of those points by applying Lemma 4. The resulting subdivision is still
happy, but Condition (%) may not hold anymore for red points that had a red neighbour that
was removed. However, we can repair this condition by applying Lemma 2 to those red points,
but only in the sectors where something changed. The number of red-blue edges in those sectors
cannot have increased by more than the number of edges that were added in the removal step.
We added no more than a constant number of red-blue edges for each removed point, so this is in
total at most O(k).

2.3 Time analysis

The first phase takes O(n) time.

Then, let 1/f denote the fraction of the red points that remain after throwing some away in each
step (so f > 1). Then we perform log, n phases, with at the ith phase k = n/f* red points left.
In each phase, we spend O(k) time to find an independent set. Then, we spend O(log c(p) + m)
time for each element in the set. We can charge the m to the blue-blue edges that are created;
since there can be at most O(n) blue-blue edges and they are never removed, we spend no more
than O(n) time in total on them. The ¢(p) terms are added over all elements in the independent
set, and can be no more than O(n) in total: 3> c¢(p) = O(n). In the worst case, they are divided
equally, and we spend O(k - log %) time on removing the points. By Lemma 2, Condition (*) can
be repaired in a sector that was involved in a removal step in O(logc(p) + m) time, since the
number of red-blue edges in such a sector is constant. There are at most O(k) such sectors, so
again, in the worst case all blue points are equally divided and we spend O(k - log 7) time on
repairing them.
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Figure 6: (a) A set of regions in the plane. (b) A triangulation of the vertices of the regions. (c)
The sample points have been added to the triangulation.

The total time we spend is now:

log; n log; n n

; O(%logf") = ; ow‘m%) =;oaog£k)>

where u(k) is the smallest power of f larger than k. We can interpret this as the summation over
k of the amount of time charged to removing one red point when there are k left. This time bound
is then bounded by:

3" O(log %) = O(log %) = O(nlogn — logn!) = O(n)

3 Triangulating imprecise points

Problem 2 Given a set of non-overlapping convex regions in the plane, preprocess them in such
a way that when a point in each region is given, the convexr hull of these points can be computed
in linear time.

With the triangulation splitting result, it becomes straightforward to solve our original problem.

3.1 Preprocessing

In preprocessing, we will compute a triangulation of the plane of complexity O(n), such that each
triangle only contains (a part of) one of the input regions. Together with this, we create a list of
pointers from each imprecise region to the set of triangles that cover this region.

If the regions are disjoint polygons, as in Figure 6(a) (they need not be simple: they can have holes
or multiple components), this is easy to do in O(nlogn) time: we just compute a triangulation of
the vertices of the regions, with the edges of the regions as required edges, as in Figure 6(b).

3.2 Reconstruction

Now, when we are given a set of points such that each point lies inside one of the input regions,
we want to compute a triangulation of those points in linear time.

To do this, we add the points to the triangulation computed in the preprocessing step. For this we
need to locate the points in the triangulation, which we do by simply walking through all triangles
that this region points to. The point must lie in one of those triangles, and since each triangle is
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Figure 7: If the regions are not polygonal, we can find a polygonal subdivision of the plane such
that each cell contains one region.

only pointed to once, we spend only linear time in total. Once the right triangle has been found,
we simply split it into three smaller triangles. Figure 6(c) shows an example.

Now we have a triangulation with two types of vertices: the ones from the preprocessing (red) and
the ones we added (blue). We simply invoke the algorithm from Section 2 to obtain a triangulation
of just the blue points.

3.3 Extensions

The main improvement of our algorithm over [11] and [16] is that the input regions for the algorithm
do not have to be fat or have the same size, or even be convex or connected. However, we did still
assume that the regions are polygonal and do not overlap.

We can extend the approach to also work for regions that are not completely disjoint, as long
as the complexity of their overlay is not too high. If we compute the overlay of the polygons
and triangulate the resulting arrangement, the method will run in O(nlogn + m) preprocessing
and O(mklog k) reconstruction time, where m is the total complexity of the overlay, and k is the
maximum number of regions that overlap in a single point.

If the input regions are not polygonal, we cannot simply triangulate their vertices, but the same
approach still works if we first compute a polygonal subdivision of the plane such that each face
contains one region. If the regions are convex, a subdivision exists which complexity is linear in the
number of regions [8], see Figure 7. Such a subdivision can be computed in O(nlogn) time [19].
If the regions are not convex, the complexity might increase, depending on the exact shape of the
regions: for example, a region with a circular hole and another region which is a disc inside the
hole may need an arbitrarily complex polygonal chain to separate.

4 Conclusions

When a set of points is unknown, but constrained by a known region for each point, it is interesting
to preprocess the regions to speed up computations when the exact locations of the points become
known. We give an algorithm to preprocess a set of disjoint regions in the plane in O(nlogn)
time, so that a sample from their regions can be triangulated in linear time. This time bound is
optimal, and improves previous results by allowing more general regions. As future work, it would
be interesting to study whether similar results can be obtained in higher dimensions.

As the main method of our solution, we use an algorithm for splitting a triangulation in linear
time. This is a very natural problem that we believe is interesting in its own right, and which
improves over an earlier O(nlog” n) algorithm.
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