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1 Introduction

The most salient feature of the spatial economy is the presence of a large va-
riety of economic agglomerations. Our purpose is to review some of the main
explanations of this universal phenomenon, as they are proposed in urban
economics and modern economic geography. Because of space constraints,
we restrict ourselves to the most recent contributions, referring the reader to
our forthcoming book for a more complete description of the state of the art.

Although using agglomeration as a generic term is convenient at a certain
level of abstraction, it should be clear that the concept of economic agglom-
eration refers to very distinct real world situations. At one extreme lies the
core-periphery structure corresponding to North-South dualism. For exam-
ple, Hall and Jones (1999) observe that high income nations are clustered in
small industrial cores in the Northern Hemisphere, whereas productivity per
capita steadily declines with distance from these cores.

As noted by many historians and development analysts, economic growth
tends to be localized. This is especially well illustrated by the rapid growth
of East Asia during the last few decades. We view East Asia as comprising
Japan and nine other countries, that is, Republic of Korea, Taiwan, Hong
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Kong, Singapore, Philippines, Thailand, Malaysia, Indonesia, and China.
In 1990, the total population of East Asia was approximately 1.6 billion.
With only 3.5% of the total area and 7.9% of the total population, Japan
accounted for 72% of the GDP and 67% of the manufacturing GDP of East
Asia. In Japan itself, the economy is very much dominated by its core regions
formed by the five prefectures containing the three major metropolitan areas
of Japan: Tokyo and Kanagawa prefectures, Aichi prefecture (containing
Nagoya MA), and Osaka and Hyogo prefectures. These regions account for
only 5.2% of the area of Japan, but for 33% of its population, 40% of its
GDP, and 31% of its manufacturing employment. Hence, for the whole of
East Asia, the Japanese core regions with a mere 0.18% of the total area
accounted for 29% of East Asia’s GDP.

Strong regional disparities within the same country imply the existence
of agglomerations at another spatial scale. For example, in Korea, the capital
region (Seoul and Kyungki Province), which has an area corresponding to
11.8% of the country and 45.3% of the population, produces 46.2% of the
GDP. In France, the contrast is even greater: the Ile de France (the metropoli-
tan area of Paris), which accounts for 2.2% of the area of the country and
18.9% of its population, produces 30% of its GDP. Inside the Ile-de-France,
only 12 % of the available land is used for housing, plants and roads, the
remaining land being devoted to agricultural, forestry or natural activities.

Regional agglomeration is also reflected in large varieties of cities, as
shown by the stability of the urban hierarchy within most countries. Cities
themselves may be specialized in a very small number of industries, as are
many medium-size American cities. However, large metropolises like Paris,
New York or Tokyo are highly diversified in that they nest a large variety of
industries, which are not related through direct linkages. Industrial districts
involving firms with strong technological and/or informational linkages (e.g.,
the Silicon Valley or Italian districts engaged in more traditional activities)
as well as of factory towns (e.g., Toyota City) manifest various types of
local specialization. Therefore, it appears that highly diverse size/activity
arrangements exist at the regional and urban level.

Although the sources are dispersed, not always trustworthy and hardly
comparable, data clearly converge to show the existence of an urban revolu-
tion. In Europe, the proportion of the population living in cities increased
very slowly from 10% in 1300 to 12% in 1800. It was approximately 20% in
1850, 38% in 1900, 52% in 1950, and is close to 75% nowadays, thus showing
an explosive growth in the urban population. In the United States, the rate
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of urbanization increased from 5% in 1800 to more than 60% in 1950 and is
now near 77%. In Japan, the rate of urbanization was about 15% in 1800,
50% in 1950, and is now about 78%. The proportion of the urban popu-
lation in the world increased from 30% in 1950 to 45% in 1995 and should
exceed 50% in 2005. Furthermore, concentration in very big cities keeps ris-
ing. In 1950, only two cities had populations above 10 millions: New York
and Greater London. In 1995, 15 cities belong to this category. The largest
one, Tokyo, with more than 26 millions, exceeds the second one, New York,
by 10 millions. In 2025, 26 mega-cities will exceed 10 millions.

Economists must explain why firms and households concentrate in large
metropolitan areas, whereas empirical evidence suggests that the cost of living
in such areas is typically higher than in smaller urban areas (Richardson,
1987). Or, as Lucas (1988, p.39) put it in a neat way: “What can people
be paying Manhattan or downtown Chicago rents for, if not for being near
other people?” But Lucas did not explain why people want, or need to be
near other people.

The increasing availability of high-speed transportation infrastructure
and the fast-growing development of new informational technologies might
suggest that our economies enter an age that would culminate in the “death
of distance”. If so, locational difference would gradually fade because ag-
glomeration forces would be vanishing. In other words, cities would become
a thing of the past. Matters are not that simple, however, because the oppo-
site trend may as well happen.1 Indeed, one of the general principles that will
come out from our analysis is that the relationship between the decrease in
transport costs and the degree of agglomeration of economic activities is not
that expected by many analysts: agglomeration happens provided that trans-
port costs are below some critical threshold, although further decreases may
yield dispersion of some activities due to factor price differentials.2 In addi-
tion, technological progress brings about new types of innovative activities
that benefit most from being agglomerated and, therefore, tend to arise in

1For example, recent studies show that, in the US, 86% of Net delivery capacity is
concentrated in the 20 largest cities. This suggests that the U.S. is quickly becoming a
country of digital haves and have-nots, with many small businesses unable to compete,
and minority neighborhoods and rural areas getting left out.

2Transportation (or transfer) costs are broadly defined to include all the factors that
drive a wedge between prices at different locations, such as shipping costs per se, tariff
and non-tariff barriers to trade, different product standards, difficulty of communication,
and cultural differences.

3



developed areas (Audretsch and Feldman, 1996). Consequently, the wealth
or poverty of people seems to be more and more related to the existence of
prosperous and competitive clusters of specific industries, as well as to the
presence of large and diversified metropolitan areas.

The recent attitude taken in several institutional bodies and medias seems
to support this view. For example, in its Entering the 21st Century. World
Development Report 1999/2000, the World Bank stresses the importance of
economic agglomerations and cities for boosting growth and escaping from
the poverty trap. Another example of this increasing awareness of the rele-
vance of cities in modern economies can be found in The Economist (1995,
p.18):

“ The liberalization of world trade and the influence of regional trad-
ing groups such as NAFTA and the EU will not only reduce the powers
of national governments, but also increase those of cities. This is be-
cause an open trading system will have the effect of making national
economies converge, thus evening out the competitive advantage of
countries, while leaving those of cities largely untouched. So in the fu-
ture, the arenas in which companies will compete may be cities rather
than countries.”

The remainder of the paper is organized as follows. In Section 2, we
show why the competitive framework can hardly be the foundation for the
economics of agglomeration. We then briefly review the alternative modeling
strategies. In the hope to make our paper accessible to a broad audience,
Sections 3 presents in detail the two (specific) models that have been used so
far to study the spatial distribution of economic activities. Several extensions
of these models are discussed in Section 4. Section 5 concludes with some
suggestions for further research and policy implications.

2 Modeling Strategies of Economic Agglom-

erations

As a start, it is natural to ask the following question: to what extent is
the competitive paradigm useful in understanding the main features of the
economic landscape? The general competitive equilibrium model is indeed
the benchmark used by economists when they want to study the market
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properties of an economic issue. Before proceeding, we should remind the
reader that the essence of this model is that all trades are impersonal: when
making their production or consumption decisions, economic agents need
to know the price system only, which they take as given. At a competitive
equilibrium, prices provide firms and consumers with all the information they
must know to maximize their profit and their utility.

The most elegant and general model of a competitive economy is undoubt-
edly that developed by Arrow and Debreu. In this model, a commodity is
defined not only by its physical characteristics, but also by the place it is
made available. This implies that the same good traded at different places is
treated as different economic commodities. Within this framework, choosing
a location is part of choosing commodities. This approach integrates spatial
interdependence of markets into general equilibrium in the same way as other
forms of interdependence. Thus, the Arrow-Debreu model seems to obviate
the need for a theory specific to the spatial context.

Unfortunately, as will be seen below, the competitive model cannot gener-
ate economic agglomerations without assuming strong spatial inhomogeneities.
More precisely, we follow Starrett (1978) and show that introducing a ho-
mogenous space (in a sense that will be made precise below) in the Arrow-
Debreu model implies that total transport costs in the economy must be zero
at any spatial competitive equilibrium, and thus trade and cities cannot arise
in equilibrium. In other words, the competitive model per se cannot be used
as the foundation for the study of a spatial economy because we are interested
in identifying purely economic mechanisms leading agents to agglomerate in
a featureless plain.3 This is because we concur with Hoover (1948, p.3) for
whom:

“Even in the absence of any initial differentiation at all, i.e., if nat-
ural resources were distributed uniformly over the globe, patterns of
specialization and concentration of activities would inevitably appear
in response to economic, social, and political principles.”

3Ellickson and Zame (1994) disagree with this claim and argue that the introduction
of moving costs in a dynamic setting may be sufficient to save the competitive paradigm.
To the best of our knowledge, however, the implications of their approach have not yet
been fully worked out.
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2.1 The breakdown of the competitive price mecha-
nism in a homogenous spatial economy

The economy is formed by agents (firms and households) and by commodities
(goods and services). A firm is characterized by a set of production plans,
each production plan describing a possible input-output relation. A household
is identified by a relation of preference, by a bundle of initial resources and
by shares in firms’ profits. A competitive equilibrium is then described by a
price system (one price per commodity), a production plan for each firm and a
consumption bundle for each household that satisfy the following conditions:
at the prevailing prices (i) supply equals demand for each commodity; (ii)
each firm maximizes its profit subject to its production set; and (iii) each
household maximizes her utility under her budget constraint defined by the
value of her initial endowment and her shares in firms’ profits. In other
words, all markets clear while each agent chooses her most preferred action
at the equilibrium prices.

Space involves a finite number of locations. Transportation within each
location is costless but shipping goods from one location to another requires
the use of resources. Without loss of generality, transportation between
any two locations is performed by a profit-maximizing carrier who purchases
goods in a location at the market prices prevailing in this location and sell
them in the other location at the corresponding market prices, while using
goods and land in each location as inputs.

A typical firm produces in a small number of places. Likewise, a household
has a very small number of residences. For simplicity, we therefore assume
that each firm (each household) chooses a single location and engages in
production (consumption) activities there. However, firms and households
are free to choose any location they want (the industry is footloose). For
expositional convenience, we distinguish explicitly prices and goods by their
location. Given this convention, space is said to be homogenous when (i)
the utility function and the consumption set are the same regardless of the
location in which the household resides, and (ii) the production set of a firm
is independent of the location elected by this firm. In other words, consumers
and producers have no intrinsic preferences for one location over the others.
In this context, the following unsuspected result, which we call the Spatial
Impossibility Theorem, has been proven by Starrett (1978).

Theorem 1 Consider an economy with a finite number of agents and loca-
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tions. If space is homogenous, transport is costly and preferences are locally
nonsatiated, then there is no competitive equilibrium involving transportation.

What does it mean? If economic activities are perfectly divisible, a com-
petitive equilibrium exists and is such that each location operates as an
autarky. For example, when households are identical, locations have the
same relative prices and the same production structure (backyard capital-
ism). This is hardly a surprising outcome since, by assumption, there is no
reason for economic agents to distinguish among locations and each activity
can operate at an arbitrarily small level. Firms and households thus succeed
in reducing transport costs at their absolute minimum, namely zero.

However, as observed by Starrett (1978, p.27), when economic activities
are not perfectly divisible the transport of some goods between some places
becomes unavoidable:

“as long as there are some indivisibilities in the system (so that indi-
vidual operations must take up space) then a sufficiently complicated
set of interrelated activities will generate transport costs” (Starrett,
1978, p.27)

In this case, the Spatial Impossibility Theorem tells us that no competitive
equilibrium exists.

This is clearly a surprising result that requires more explanations. For
simplicity, we restrict ourselves to the case of two locations, A and B. When
both locations are not in autarky, one should keep in mind that the price
system must do two different jobs simultaneously: (i) to support trade between
locations (while clearing the markets in each location), and (ii) to prevent
firms and households from relocating. The Spatial Impossibility Theorem
says that, in the case of a homogenous space, it is impossible to hit two birds
with one stone: the price gradients supporting trade bear wrong signals from
the viewpoint of locational stability. Indeed, if a set of goods is exported
from A to B, then the associated positive price gradients induce producers
located in A (who seek a higher revenue) to relocate in B, whereas location
B’s buyers (who seek lower prices) want to relocate in A. Likewise, the export
of another set of goods from B to A encourages such “cross-relocation”. The
land rent differential between the two locations can discourage the relocation
in one direction only. Hence, as long as trade occurs at positive costs, some
agents always want to relocate.
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To ascertain the fundamental cause for this nonexistence, it is helpful to
illustrate the difficulty encountered by using a standard diagram approach.
Depicting the whole trade pattern between two locations would require a
diagram with six dimensions (two tradable goods and land at each location),
which is a task beyond our capability. We thus focus on a two-dimensional
subspace of the whole pattern by considering the production of good i only,
which is traded between A and B, while keeping the other elements fixed. Be-
cause the same physical good available at two distinct locations corresponds
to two different commodities, this is equivalent to studying the production
possibility frontier between two different economic goods.

Suppose that at most one unit of good i is produced by one firm at either
location by using a fixed bundle of inputs. For simplicity, the cost of these
inputs is assumed to be the same in both locations. The good is shipped
according to an iceberg technology: when xi units of the good are moved
between A and B, only a fraction xi/Υ arrives at destination, with Υ > 1,
while the rest melts away en route (Samuelson, 1983). In this context, if the
firm is located in A, then the output is represented by point E on the vertical
axis in Figure 1; if the entire output is shipped to B, then the fraction 1/Υ
arrives at B, which is denoted by point F on the horizontal axis. Hence,
when the firm is at A, the set of feasible allocations of the output between
the two locations is given by the triangle OEF . Space being homogenous, if
the firm locates at B, the set of feasible allocations between the two places
is now given by the triangle OE ′F ′. Hence, when the firm is not located, the
set of feasible allocations is given by the union of the two triangles.

Figure 1: The set of feasible allocations in a homogenous space

Let the firm be set up at A and assume that the demand conditions are such

that good i is consumed in both locations so that trade occurs. Then, to
support any feasible trade pattern, represented by an interior point of the
segment EF , the price vector (piA, piB) must be such that piA/piB = 1/Υ, as
shown in Figure 1. However, under these prices, it is clear that the firm can
obtain a strictly higher profit by locating in B and choosing the production
plan E ′ in Figure 1. This implies that there is no competitive price system
that can support both the existence of trade and a profit-maximizing location
for the firm.
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This difficulty arises from the nonconvexity of the set of feasible alloca-
tions. If transportation were costless, the set of feasible allocations would be
given by the triangle OEE ′ in Figure 1, which is convex. In this case, the
firm would face no incentive to relocate. Similarly, if the firm’s production
activity were perfectly divisible, this set would again be equal to the triangle
OEE ′, and no difficulty would arise.

Therefore, even though the individual land consumption is endogenous,
we may conclude that the fundamental reason for the Spatial Impossibility
Theorem is the nonconvexity of the set of feasible allocations caused by the
existence of positive transport costs and the fact that agents have an address
in space.

Some remarks are still in order. First, we have assumed that each firm
locates into a single region. The theorem could be generalized to permit firms
to run distinct plants, one plant per location because each plant amounts to a
separate firm in the competitive setting (Koopmans, 1957). Second, we have
considered a closed economy. The theorem can readily be extended to allow
for trade with the rest of the world provided that each location has the same
access to the world markets to satisfy the assumption of a homogenous space.
Third, the size of the economy is immaterial for the Spatial Impossibility
Theorem to hold in that assuming a “large economy”, in which competitive
equilibria often emerge as the outcome generated by several institutional
mechanisms, does not affect the result because the value of total transport
costs within the economy rises when agents are replicated. Last, the following
result sheds extra light on the meaning of the Spatial Impossibility Theorem
(Fujita and Thisse, 2002).

Corollary 2 If there exists a competitive equilibrium in a spatial economy
with a homogenous space, then the land rent must be the same in all locations.

This result has the following fundamental implication for us: in a ho-
mogenous space, the competitive price mechanism is unable to explain why
the land rent is higher in an economic agglomeration (such as a city, a cen-
tral business district, or an industrial cluster) than in the surrounding area.
This clearly shows the limits of the competitive paradigm for studying the
agglomeration of firms and households.
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2.2 What are the alternative modeling strategies?

Thus, if we want to understand something about the spatial distribution
of economic activities and, in particular, the formation of major economic
agglomerations as well as regional specialization and trade, the Spatial Im-
possibility Theorem tells us that we must make at least one of the following
three assumptions:

(i) space is heterogenous (as in the neoclassical theory of international
trade),

(ii) externalities in production and consumption exist (as in urban eco-
nomics),

(iii) markets are imperfectly competitive (as in the so-called “new” eco-
nomic geography).

Of course, in reality, economic spaces are the outcome of different com-
binations of these three agglomeration forces. However, it is convenient here
to distinguish them to figure out what are the effects of each one of them.

A. Comparative advantage models. The heterogeneity of space in-
troduces the uneven distribution of immobile resources (such as mineral de-
posits or some production factors) and amenities (climate), as well as the
existence of transport nodes (ports, transhipment points) or trading places.
This approach, while retaining the assumption of constant returns and per-
fect competition, yields comparative advantage among locations and gives
rise to interregional and intercity trade.

B. Externality models. Unlike models of comparative advantage, the
basic forces for spatial agglomeration and trade are generated endogeneously
through nonmarket interactions among firms and/or households (knowledge
spillovers, business communications and social interactions). Again, this
approach allows us to appeal to the constant return/perfect competition
paradigm.4

C. Imperfect competition models. Firms are no longer price-takers,
thus making their price policy dependent on the spatial distribution of con-
sumers and firms. This generates some form of direct interdependence be-
tween firms and households that may produce agglomerations. However, it
is useful to distinguish two types of approach.

C1. Monopolistic competition. This leads to some depart from the
competitive model and allows for firms to be price-makers and to produce

4See, e.g. the now classical papers by Henderson (1974) and by Fujita and Ogawa
(1982).
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differentiated goods under increasing returns; however, strategic interactions
are weak because one assumes a continuum of firms.

C2. Oligopolistic competition. Here we face the integer aspect of
location explicitly. That is, we assume a finite number of large agents (firms,
local governments, land developers) who interact strategically by accounting
for their market power.

The implications of the modeling strategy selected are important. For
example, models under A, B and C1 permit the use of a continuous density
approach that seems to be in line with what geographers do. By contrast,
under C2, it is critical to know “who is where” and with whom the corre-
sponding agent interacts. In addition, if we focus on the heterogeneity of
space, the market outcome is socially optimal. On the other hand, because
the other two approaches involve market failures, the market outcome is
likely to be inefficient.

Models of comparative advantage have been extensively studied by inter-
national and urban economists (Fujita, 1989), whereas models of spatial com-
petition have attracted a lot of attention in industrial organization (Ander-
son, de Palma and Thisse, 1992). Because Ed Glaeser and Jose Scheinkman
deal with non-market interactions, we choose to focus on market interactions,
that is, models belonging to class C1. Although this class of models has been
initially developed in the context of intra-urban agglomeration with a land
market (e.g., Fujita, 1988), we restrict ourselves to multi-regional models of
industrial agglomeration.

3 Core and Periphery: a monopolistic com-

petition approach

The spatial economy is replete with pecuniary externalities. For example,
when some workers choose to migrate, they are likely to affect both the labor
and product markets in their region of origin, thus affecting the well-being of
those who stay put. Moreover, the moving workers do not account either for
the impact of their decision on the workers and firms located in the region
of destination. Still, their moves will increase the level of demand inside
this region, thus making the place more attractive to firms. Everything else
being equal, they will also depress the local labor market so that the local
wage is likely to be affected negatively. In sum, these various changes may

11



increase or decrease the attractiveness of the destination region for outside
workers and firms. Such pecuniary externalities are especially relevant in the
context of imperfectly competitive markets because prices do not perfectly
reflect the social values of individual decisions. They are also better studied
within a general equilibrium context to account for the interactions between
the product and labor markets. In particular, such a framework allows us to
study the dual role of individuals as workers and consumers. At first sight,
this seems to be a formidable task. Yet, as shown by Krugman (1991), several
of these various effects can be combined and studied within a simple enough
general equilibrium model of monopolistic competition, which has come to
be known as the core-periphery model.

Recall that monopolistic competition à la Chamberlin involves consumers
with a preference for variety (varietas delectat) while firms producing these
varieties compete for a limited amount of resources because they face increas-
ing returns. The prototype that has emerged from the industrial organization
literature is the model developed by Spence (1976) and Dixit and Stiglitz
(1977), sometimes called the S-D-S model. These authors assume that each
firm is negligible in the sense that it may ignore its impact on, and hence re-
actions from, other firms, but retains enough market power for pricing above
marginal cost regardless of the total number of firms (like a monopolist).
Moreover the position of a firm’s demand depends on the actions taken by
all firms in the market (like in perfect competition).

In many applications, the S-D-S model is proven to be a very powerful
instrument for studying the aggregate implications of monopoly power and
increasing returns, and so especially when these are the basic ingredients
of self-sustaining processes such as those encountered in modern theories of
growth and geography (Matsuyama, 1995). This is because of the following
reasons. First, although each firm is a price-maker, strategic interactions are
very weak in this model, thus making the existence of an equilibrium much
less problematic than in general equilibrium under imperfect competition
(see, e.g. Bonanno, 1990). Second, the assumption of free entry and exit
leads to zero profit so that a worker’s income is just equal to her wage,
another major simplification. Last, the difference between price competition
and quantity competition that plagues oligopoly models is immaterial in a
monopolistic competitive setting. Indeed, being negligible to the market,
each firm behaves as a monopolist on her residual demand, which makes it
indifferent between using price or quantity as a strategy.
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3.1 The framework

We consider a 2×2×2 setting. The economic space is made of two regions (A
and B). The economy has two sectors, the modern sector (M) and the tradi-
tional sector (T). There are two production factors, the high-skilled workers
(H) and the low-skilled workers (L). The M-sector produces a continuum
of varieties of a horizontally differentiated product under increasing returns,
using H as the only input. The T-sector produces a homogenous good under
constant returns, using unskilled labor L as the only input.

The economy is endowed with L unskilled workers and with H skilled
workers (labor dualism). The skilled workers are perfectly mobile between
regions, whereas the unskilled workers are immobile. This extreme assump-
tion is justified because the skilled are more mobile than the unskilled over
long distances (SOPEMI, 1998). Finally, the unskilled workers are equally
distributed between the two regions, and thus regions are a priori symmetric.

The technology in the T-sector is such that one unit of output requires
one unit of L. The output of the T-sector is costlessly traded between any
two regions and is chosen as the numéraire so that pT = 1. Hence, the wage
of the unskilled workers is also equal to 1 in both regions. Each variety of
the M-sector is produced according to the same technology such that the
production of the quantity q(i) requires l(i) units of skilled labor given by

l(i) = f + cq(i) (1)

in which f and c are, respectively, the fixed and marginal labor requirements.
Because there are increasing returns but no scope economies, each variety is
produced by a single firm. This is because, due to the consumers’ preference
for variety, any firm obtains a higher share of the market by producing a
differentiated variety than by replicating an existing one.

The market equilibrium is the outcome of the interplay between a disper-
sion force and an agglomeration force. The centrifugal force is very simple. It
lies in two sources: (i) the spatial immobility of the unskilled whose demands
for the manufactured good are to be met and (ii) the fiercer competition that
arises when firms locate back to back (d’Aspremont, Gabszewicz and Thisse,
1979). The centripetal force is more involved. If a larger number of firms is
located in one region, the number of varieties locally produced is also larger.
This in turn induces some skilled living in the smaller region to move toward
the larger region in which they may enjoy a higher standard of living. The
resulting increase in the numbers of consumers creates a larger demand for
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the differentiated good which, therefore, leads additional firms to locate in
this region. This implies the availability of more varieties in the region in
question but less in the others because there are scale economies at the firm’s
level. Consequently, as noticed by Krugman (1991a, p.486), there is circular
causation à la Myrdal because these two effects reinforce each other: “man-
ufactures production will tend to concentrate where there is a large market,
but the market will be large where manufactures production is concentrated.”

Let λ be the fraction of skilled residing in region A and denote by vr(λ)
the indirect utility a skilled worker enjoys in region r = A, B when the spatial
distribution of skilled is (λ, 1− λ). A spatial equilibrium arises at λ ∈ (0, 1)
when

∆v(λ) ≡ vA(λ)− vB(λ) = 0

or at λ = 0 when ∆v(0) ≤ 0, or at λ = 1 when ∆v(1) ≥ 0. Such an
equilibrium always exists when vr(λ) is a continuous function of λ. However,
this equilibrium is not necessarily unique. Stability is then used to eliminate
some of them. The stability of such an equilibrium is studied with respect
to the following equation of motion:5

.

λ = λ∆v(λ)(1− λ) (2)

If ∆v(λ) is positive and λ ∈ (0, 1), workers move from B to A; if it is negative,
they go in the opposite direction. Clearly, any spatial equilibrium is such

that
.

λ = 0. A spatial equilibrium is stable if, for any marginal deviation
of the population distribution from the equilibrium, the equation of motion
above brings the distribution of skilled workers back to the original one.6 We
assume that local labor markets adjust instantaneously when some skilled
workers move from one region to the other. More precisely, the number of
firms in each region must be such that the labor market clearing conditions
(12) and (22) stated below remain valid for the new distribution of workers.

5This dynamics implies that the equilibrium is reached for t → ∞. One could alter-
nately use the dynamic system proposed by Tabuchi (1986) in which the corner solutions
λ = 0 and λ = 1 are reached within finite times. The difference becomes critical when the
economy exhibits different equilibrium patterns over time.

6Note that (2) provides one more justification for working with a continuum of agents:
this modeling strategy allows one to respect the integer nature of a agent’s location (her
address) while describing the evolution of the regional share of production by means of a
differential equation.
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Wages are then adjusted in each region for each firm to earn zero profits in
any region having skilled workers because the skilled move according to the
utility differential.

3.2 A model with CES utility and iceberg transport
costs

Although consumption takes place in a specific region, it is notationally con-
venient to describe preferences without explicitly referring to any particular
region. Preferences are identical across all workers and described by a Cobb-
Douglas utility:

u = QµT 1−µ/µµ(1− µ)1−µ 0 < µ < 1 (3)

where Q stands for an index of the consumption of the modern sector va-
rieties, and T is the consumption of the output of the traditional sector.
Because the modern sector provides a continuum of varieties of size M , the
index Q is given by

Q =

[∫ M

0

q(i)ρdi

]1/ρ

0 < ρ < 1 (4)

where q(i) represents the consumption of variety i ∈ [0, M ]. Hence, each con-
sumer displays a preference for variety. In (4), the parameter ρ stands for
the inverse of the intensity of love for variety over the differentiated prod-
uct. When ρ is close to 1, varieties are close to perfect substitutes; when ρ
decreases, the desire to spread consumption over all varieties increases. If
σ ≡ 1/(1− ρ), then σ is the elasticity of substitution between any two vari-
eties. Because there is a continuum of firms, each firm is negligible and the
interactions between any two firms are zero, but aggregate market conditions
of some kind (e.g., the average price across firms) affects any single firm. This
provides a setting in which firms are not competitive (in the classic economic
sense of having infinite demand elasticity), but at the same time they have
no strategic interactions with one another (see (5) below).

If y denotes the consumer income and p(i) the price of variety i, then the
demand functions are

q(i) = µyp(i)−σP σ−1 i ∈ [0, M ] (5)
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where P is the price index of the differentiated product given by

P ≡
[∫ M

0

p(i)−(σ−1)di

]−1/(σ−1)

(6)

The corresponding indirect utility function is

v = yP−µ (7)

Without loss of generality, we choose the unit of skilled labor such that
c = 1 in (1). The output of the M-sector is shipped at a positive cost
according to the “iceberg” technology: when one unit of the differentiated
product is moved from region r to region s, only a fraction 1/Υ arrives at
destination with Υ > 1. Because mill and discriminatory pricing can be
shown to be equivalent in the present setting, we may use the mill pricing
interpretation in what follows. When variety i is sold in region r at the mill
price pr(i), the price prs(i) paid by a consumer located in region s (�= r) is

prs(i) = pr(i)Υ

If the distribution of firms is (Mr, Ms), using (6) the price index Pr in region
r is then given by

Pr =

{∫ Mr

0

pr(i)
−(σ−1)di + Υ−(σ−1)

∫ Ms

0

ps(i)
−(σ−1)di

}−1/(σ−1)

(8)

which clearly depends on the spatial distribution of firms as well as the level
of transport costs.

Let wr denote the wage rate of a skilled worker living in region r. Because
there is free entry and exit and, therefore, zero profit in equilibrium, the
income of region r is

Yr = λrHwr + L/2 r = A, B (9)

where λr is the share of skilled workers residing in region r.
Using (5), the total demand of the firm producing variety i and located

in region r is

qr(i) = µpr(i)
−σYr(Pr)

σ−1 + µpr(i)
−σYsΥ

−(σ−1)(Ps)
σ−1 (10)
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Because each firm has a negligible impact on the market, it may accurately
neglect the impact of a price change over consumers’ income (Yr) and other
firms’ prices, hence on the regional price indices (Pr). Consequently, (10)
implies that, regardless of the spatial distribution of consumers, each firm
faces an iso-elastic demand. This very convenient property depends crucially
on the assumption of an iceberg transport cost, which affects here the level
of demand but not its elasticity.

The profit function of a firm in r is:

πr(i) = [pr(i)− wr]qr(i)− wrf

Because varieties are equally weighted in the utility function, the equilibrium
price is the same across all firms located in region r. Solving the first order
condition yields the common equilibrium price

p∗r =
wr

ρ
(11)

Substituting p∗r into πr(i) leads to

πr =
wr

σ − 1
[qr − (σ − 1)f ]

Under free entry, profits are zero so that the equilibrium output of a firm is
given by q∗r = (σ − 1)f , which is independent of the spatial distribution of
demand. As a result, in equilibrium a firm’s labor requirement is a constant
given by l∗ = σf , and thus the total number of firms in theM-sector is equal
to H/σf . The corresponding distribution of firms

Mr = λrH/σf r = A, B (12)

depends only upon the distribution of the skilled workers. Hence, the model
allows for studying the spatial distribution of the modern sector but not for
its size.

Introducing the equilibrium prices (11) and substituting (12) for Mr in
the regional price index (8) gives:

Pr = κ1

[
λrw

−(σ−1)
r + λs (wsΥ)−(σ−1)

]−1/(σ−1)

(13)

where κ1 is a positive constant.
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Finally, we consider the labor market clearing conditions for a given dis-
tribution of workers. The wage prevailing in region r is the highest wage
that firms located there can pay under the nonnegative profit constraint.
For that, we evaluate the demand (10) as a function of the wage through the
equilibrium price (11):

qr(wr) = µ(wr/ρ)−σ(YrP
σ−1
r + YsΥ

−(σ−1)P σ−1
s )

Because this expression is equal to (σ− 1)f when profits are zero, we obtain
the following implicit expression for the zero-profit wages:

w∗r = κ2(YrP
σ−1
r + YsΥ

−(σ−1)P σ−1
s )1/σ (14)

where κ2 is a positive constant. Clearly, w∗r is the equilibrium wage in region
r when λr > 0. Substituting (9) for Yr in the indirect utility (7), we obtain
the real wage as follows:

vr = ωr =
w∗r
P µ

r
r = A, B (15)

Finally, the Walras law implies that the traditional sector market is in
equilibrium provided that the equilibrium conditions above are satisfied.

Summarizing the foregoing developments, the basic equations for our
economy are given by (9), (13), (14), and (15). From now on, set λA = λ
and λB = (1− λ).

3.2.1 The core-periphery structure

Suppose that the modern sector is concentrated in one region, say region A
so that λ = 1. We wish to determine conditions under which the real wage
a skilled worker may obtain in region B does not exceed the real wage she
gets in region A.

Setting λ = 1 in (9), (13), (14), and (15), we get:

ωB

ωA

=

(
1 + µ

2
Υ−σ(µ+ρ) +

1− µ

2
Υ−σ(µ−ρ)

)1/σ

(16)

The first term in the right hand side of (16) is always decreasing in Υ.
Therefore, if µ ≥ ρ the second term is also decreasing so that the ratio ωB/ωA
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always decreases with Υ, thus implying that ωB < ωA for all Υ > 1. This
means that the core-periphery structure is a stable equilibrium for all Υ > 1.
When

µ ≥ ρ (17)

varieties are so differentiated that firms’ demands are not very sensitive to
differences in transportation costs, thus making the agglomeration force very
strong.

More interesting is the case in which

µ < ρ (18)

that is, varieties are not very differentiated so that firms’ demand are suffi-
ciently elastic for the agglomeration force to be weak. If (18) holds, Υ−µσ+σ−1

goes to infinity when Υ → ∞ and the ratio ωB/ωA is as depicted in Figure
2.

Figure 2. The determination of the sustain point

In this case, there exists a single value Υsustain > 1 such that ωB/ωA = 1.
Hence, the agglomeration is a stable equilibrium for any Υ ≤ Υsustain. This
occurs because firms can enjoy all the benefits of agglomeration without
losing much of their business in the other region. Such a point is called the
sustain point because, once firms are fully agglomerated, they stay so for
all smaller values of Υ. On the other hand, when transportation costs are
sufficiently high (Υ > Υsustain), firms lose much on their exports, and thus
the core-periphery structure is no longer an equilibrium.

Summarizing this discussion, we obtain:

Proposition 3 Consider a two-region economy.
(i) If µ ≥ ρ, then the core-periphery structure is always a stable equilib-

rium.
(ii) If µ < ρ, then there exists a unique solution Υsustain > 1 to the

equation

1 + µ

2
Υ−σ(µ+ρ) +

1− µ

2
Υ−σ(µ−ρ) = 1
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such that the core-periphery structure is a stable equilibrium for any Υ ≤
Υsustain.

Interestingly, this proposition provides formal support to the claim made
by Kaldor (1970, p.241) more than 30 years ago:

“When trade is opened up between them, the region with the more
developed industry will be able to supply the need of the agricultural
area of the other region on more favourable terms: with the result
that the industrial centre of the second region will lose its market and
will tend to be eliminated”

3.2.2 The symmetric structure

Proposition 3 suggests that the modern sector is geographically dispersed
when transportation costs are high, at least when (18) holds. To check this,
we consider the symmetric configuration (λ = 1/2). In this case, for a given
Υ, the symmetric equilibrium is stable (unstable) if the slope of ∆ω(λ) is
negative (positive) at λ = 1/2. Checking this condition requires fairly long
calculations using all the equilibrium conditions. However, Fujita, Krugman
and Venables (1999) have shown the following results. First, when (18) does
not hold, the symmetric equilibrium is always unstable. Second, when (18)
holds, this equilibrium is stable (unstable) if Υ is larger (smaller) than some
threshold value Υbreak given by

Υbreak =

[
(ρ + µ)(1 + µ)

(ρ− µ)(1− µ)

]1/(σ−1)

(19)

which is clearly larger than one. This is called the break point because sym-
metry between the two regions is no longer a stable equilibrium for lower
values of Υ. It is interesting to note that Υbreak depends on the same param-
eters as Υsustain. It is immediate from (19) that Υbreak is increasing with the
share of the modern sector (µ) and with the degree of product differentiation
(1/ρ).

Because Υbreak < Υsustain can be shown to hold,7 there exists a domain
of parameters over which there is multiplicity of equilibria, namely agglom-
eration and dispersion, as depicted in Figure 3.

7See Neary (2001) for a simple proof.
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Figure 3. Bifurcation diagram for the core-periphery model

More precisely, when Υ > Υsustain, the economy necessarily involves dis-

persion. When Υ < Υbreak, agglomeration always arises, the winning region
depending on the initial conditions. Finally, when Υbreak ≤ Υ ≤ Υsustain,
both agglomeration and dispersion are stable equilibria. In this domain, the
economy displays some hysteresis because dispersion (agglomeration) still
prevails when transport costs rise above the sustain point (fall below the
break point) while staying below the break point (above the sustain point).

Summarizing these results, when transportation costs are sufficiently low,
all manufactures are concentrated in a single region which becomes the core
of the economy, while the other region, called the periphery, supplies only
the traditional good. Firms in the modern sector are able to exploit increas-
ing returns by selling more in the large market without losing much business
in the small market. For exactly the opposite reason, the economy displays
a symmetric regional pattern of production when transportation costs are
large. Hence, this model allows for the possibility of divergence between re-
gions, whereas the neoclassical model, based on constant returns and perfect
competition in the two sectors, would predict symmetry only.

3.3 A linear model of core-periphery

The conclusions derived in Section 3.2 are very important for the space-
economy. This is why it is crucial to know how they depend on the speci-
ficities of the framework employed. The use of both the CES utility and
iceberg cost leads to a convenient setting in which demands have a constant
elasticity. However, such a result conflicts with research in spatial pricing
theory in which demand elasticity is shown to vary with distance. Moreover,
if using the iceberg cost is able to capture the fact that shipping is resource-
consuming, such a modeling option implies that any increase in the mill price
is accompanied with a proportional increase in transport cost, which seems
unrealistic. Last, although models of the type considered in the foregoing
are based on very specific assumptions, they are often beyond the reach of
analytical resolution.

The setting considered here, which has been developed by Ottaviano,
Tabuchi and Thisse (2002), is very similar to that used in Section 3.2. How-
ever, there are two major differences. First, the output of the M-sector is
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traded at a cost of τ units of the numéraire per unit shipped between regions.
This characteristic agrees more with reality as well as with location theory
than the iceberg technology does. Second, preferences are given by a quasi-
linear utility encapsulating a quadratic subutility instead of a Cobb-Douglas
preference on the homogenous and differentiated goods with CES subutil-
ity. These two specifications correspond to rather extreme cases: the former
assumes an infinite elasticity of substitution between the differentiated prod-
uct and the numéraire, the latter a unit elasticity. Moreover, firms’ demands
are linear and not iso-elastic. Despite such major differences in settings, we
will see that conclusions are qualitatively the same in the two models, thus
suggesting that they hold for a whole class of models.

3.3.1 A model with quadratic utility and linear transport costs

Preferences are identical across individuals and described by a quasi-linear
utility with a quadratic subutility which is supposed to be symmetric in all
varieties:

u(q0; q(i), i ∈ [0, M ]) = α

∫ M

0

q(i)di− (β − δ)

∫ M

0

[q(i)]2di (20)

−δ

[∫ M

0

q(i)di

]2

+ q0

where q(i) is the quantity of variety i ∈ [0, M ] and q0 the quantity of a
homogenous good chosen as the numéraire. The parameters in (20) are such
that α > 0 and β > δ > 0. In this expression, α expresses the intensity
of preferences for the differentiated product, whereas β > δ means that
consumers’ preferences exhibit love of variety. Finally, for a given value of β,
the parameter δ expresses the substitutability between varieties: the higher
δ, the closer substitutes the varieties.

Admittedly, a quasi-linear utility abstracts from general equilibrium in-
come effects and gives the corresponding framework a fairly strong partial
equilibrium flavor. However, it does not remove the interaction between prod-
uct and labor markets, thus allowing us to develop a full-fledged model of
agglomeration formation, independently of the relative size of the manufac-
turing sector.

Any individual is endowed with one unit of labor (of type H or L) and
q0 > 0 units of the numéraire. Her budget constraint can then be written as
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follows: ∫ M

0

p(i)q(i)di + q0 = y + q0

where y is the individual’s labor income and p(i) the price of variety i. The
initial endowment q0 is supposed to be large enough for the residual con-
sumption of the numéraire to be strictly positive for each individual. Hence,
individual demand q(i) for variety i is given by:

q(i) = a− (b + dM) p(i) + dP (21)

where

P ≡
∫ M

0

p(i)di

which can be interpreted as the price index in the modern sector, while
a ≡ 2α/[(β+(M−1)δ], b ≡ 1/[β+(M−1)δ] and d ≡ δ/(β−δ)[β+(M−1)δ].

Finally, each variety can be traded at a positive cost of τ units of the
numéraire for each unit transported from one region to the other, regardless
of the variety. The technologies are the same as in Section 3.1 but, for
simplicity, c is set equal to zero in (1).

Labor market clearing implies that the numbers of firms belonging to the
M-sector in region r is:

Mr = λrH/f (22)

Consequently, the total number of firms in the economy is constant and equal
to M = H/f .

Discriminatory and mill pricing are no longer equivalent in this model.
In the sequel, we focus on discriminatory pricing because this policy endows
firms with flexibility in their price choice, something that could affect the
process of agglomeration. This means that each firm sets a delivered price
specific to each region. Hence the profit function of a firm located in region
r is as follows:

πr = prrqrr(prr)(L/2 + λrH) + (prs − τ)qrs(prs)(L/2 + λsH)− fwr

To illustrate the type of interaction that characterizes this model of mo-
nopolistic competition, we describe how the equilibrium prices are deter-
mined. Each firm i in region r maximizes its profit πr, assuming accurately
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that its price choice has no impact on the regional price indices

Pr ≡
∫ Mr

0

prr(i)di +

∫ Ms

0

psr(i)di s �= r

Since, by symmetry, the prices selected by the firms located within the same
region are identical, the result is denoted by p∗rr(Pr) and p∗rs(Ps). Clearly, it
must be that

Mrp
∗
rr(Pr) + Msp

∗
sr(Pr) = Pr

Given (22), it is then readily verified that the equilibrium prices are as follows:

p∗rr =
1

2

2a + τdλrM

2b + dM
(23)

p∗rs = pss +
τ

2
(24)

Clearly, these prices depend directly on the firms’ distribution. In particular,
p∗rr decreases with the number of firms in region r and increases with the
degree of product differentiation when τ is sufficiently small for the demands
of the imported varieties to be positive. These results agree with what we
know from standard models of product differentiation.

It is easy to check that the equilibrium operating profits earned in each
market by a firm established in r are as follows:

π∗rr = (b + dM)(p∗rr)
2(L/2 + λrH)

π∗rs = (b + dM)(p∗rs − τ)2(L/2 + λsH)

Increasing λr has two opposite effects on π∗rr. First, as λr rises, the equilibrium
price (23) falls as well as the quantity of each variety bought by each consumer
living in region r. However, the total population of consumers residing in this
region is now larger so that the profits made by a firm located in r on local
sales may increase. What is at work here is a global demand effect due to the
increase in the local population that may compensate firms for the adverse
price effect as well as for the decrease in each worker’s individual demand.

Entry and exit are free so that profits are zero in equilibrium. Hence, (22)
implies that any change in the population of workers located in one region
must be accompanied by a corresponding change in the number of firms.
The equilibrium wage rates w∗r of the skilled are obtained from the zero
profit condition evaluated at the equilibrium prices: w∗r(λr) = (π∗rr + π∗rs)/f .
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3.3.2 The debate agglomeration vs. dispersion revisited

The indirect utility differential ∆v(λ) is obtained by plugging the equilibrium
prices (23)-(24) and the equilibrium wages w∗r(λ) into the indirect utility
associated with (20):

∆v(λ) ≡ vA(λ)− vB(λ) = C∗τ(τ ∗ − τ)(λ− 1/2) (25)

where C∗ is a positive constant and

τ ∗ ≡ 4af(3bf + 2dH)

2bf(3bf + 3dH + dL) + d2H(L + H)
> 0 (26)

It follows immediately from (25) that λ = 1/2 is always an equilibrium.
Moreover, because ∆v(λ) is linear in λ and C∗ > 0, for λ �= 1/2 the indirect
utility differential has always the same sign as λ−1/2 if and only if τ < τ ∗; if
τ > τ ∗, it has the opposite sign. In particular, when there are no increasing
returns in the manufacturing sector (f = 0), the coefficient of (λ − 1/2)
is always negative because τ ∗ = 0, and thus dispersion is the only (stable)
equilibrium. This shows once more the importance of increasing returns for
the possible emergence of an agglomeration.8 The same holds for product
differentiation because τ ∗ becomes arbitrarily small when varieties become
less and less differentiated (d→∞).

It remains to determine when τ ∗ is sufficiently low for all demands to be
positive at the equilibrium prices. This is so if and only if

L/H >
6b2f 2 + 8bdfH + 3d2H2

dH(2bf + dH)
(27)

The inequality (27) means that the population of unskilled is large relative to
the population of skilled. When (27) does not hold, the coefficient of (λ−1/2)
in (25) is always positive for all transport costs that allow for interregional
trade. In this case, the advantages of having a large home market always
dominate the disadvantages incurred while supplying a distant periphery.
The condition (18) plays a role similar to (17).

8Sonnenchein (1982) shows, a contrario, a related result: if the initial distribution of
firms is uneven along a given circle, then the spatial adjustment of firms in the direction of
higher profit leads the economy toward a uniform long-run equilibrium, each local economy
being perfectly competitive.
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More interesting is the case when (27) holds. Although the size of the
industrial sector is captured here through the relative population size L/H
and not through its share in consumption, the intuition is similar: the ratio
L/H must be sufficiently large for the economy to display different types of
equilibria according to the value of τ . This result does not depend on the
expenditure share on the manufacturing sector because of the absence of gen-
eral equilibrium income effects: small or large sectors in terms of expenditure
share are agglomerated when τ is small enough.

Finally, stability is studied using (2). When τ > τ ∗, it is straightforward
to see that the symmetric configuration is the only stable equilibrium. In
contrast, when τ < τ ∗ the symmetric equilibrium becomes unstable and
workers agglomerate in region r provided that the initial fraction of workers
residing in this region exceeds 1/2. In other words, agglomeration arises
when the transport cost is low enough.

Proposition 4 Consider a two-region economy with segmented markets.
(i) When (27) does not hold, the core-periphery structure is the only stable

equilibrium under trade.
(ii) When (27) is satisfied, we have: for any τ > τ ∗ the symmetric con-

figuration is the only stable equilibrium with trade; for any τ < τ ∗ the core-
periphery pattern is the unique stable equilibrium; for τ = τ ∗ any configura-
tion is an equilibrium.

Because (25) is linear in λ, the break point and the sustain point are the
same, and thus history alone matters for the selection of the agglomerated
outcome.

Looking at the threshold value τ ∗ as given by (26), we first observe that τ ∗

increases with the degree of product differentiation (d falls) when (27) holds.
This is intuitively plausible because the agglomeration process is driven by
the mobility of the skilled workers, whence their population must be suf-
ficiently large for product differentiation to act as an agglomeration force.
Second, higher fixed costs leads to a smaller number of firms/varieties. Still,
it is readily verified that τ ∗ also increases when increasing returns become
stronger (f rises) when (27) holds. In other words, the agglomeration of the
modern sector is more likely, the stronger are the increasing returns at the
firm’s level. Last, τ ∗ increases when the number of unskilled (L) decreases
because the dispersion force is weaker.

Both models studied in this sections yield similar results, suggesting that
the core-periphery structure is robust against alternative specifications. Each
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model has its own merit. The former allows for income effects and the latter
for a finer description of the role played by the key-parameters of the economy.
As will be seen below, both have been used in various extensions of the core-
periphery model.

4 Further Topics in Economic Geography

In this section, we present an abbreviated version of a few recent contribu-
tions. The interested reader will find the models at greater length in the
corresponding references.

4.1 On a ∩-shaped relationship between agglomeration
and transport costs

The assumption of zero transport costs for the homogenous good is not in-
nocuous. Indeed, introducing positive transport costs for this good leads to
some fundamental changes in the results presented above. In order to permit
trade of the traditional good even at the symmetric configuration, we assume
that this good is differentiated too (e.g. orange in A and apples in B). Thus,
T as it appears in (3) is now given by

T = (T η
A + T η

B)1/η

where 0 < η < 1. The numéraire is given by the traditional good in one of
the two regions. As shown by Fujita et al. (1999), the bifurcation diagram
given in Figure 3 changes and is now as in Figure 4. To make things simple,
we consider a fixed value for the transport costs of the traditional good and,
as before, we concentrate on a decrease in the transport costs in the modern
sector. When these costs are high, the symmetric configuration is the only
equilibrium. Below some critical value, the core-periphery arises as before.

However, further reductions in transport costs eventually lead to re-dispersion
of the modern sector. Indeed, the agglomeration of the modern sector within,
say, region A generates large imports of the traditional good from region B.
When transport costs in the modern sector becomes sufficiently low, the price
indices of this good is about the same in the two regions. Then, the relative
price of the traditional good in A rises because its transport cost remains
unchanged. This in turn lowers region B’s nominal wage that guarantees the
same utility level in both regions to the skilled. When the transport costs
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within the modern sector decrease sufficiently, the factor price differential
becomes strong enough to induce firms to move away from A to B.

Consequently, as transport costs in the modern sector keep decreasing
from high to very low values while transport costs in the traditional sector
remain constant, the modern sector is first dispersed, then agglomerated, and
re-dispersed, as seen in Figure 4. It is worth stressing that the reasons that
lead to dispersion in the first and third phases are different: in the former,
the modern sector is dispersed because the cost of shipping its output is
high; in the latter, dispersion arises because the periphery develops some
comparative advantage in terms of labor cost.

Figure 4. Bifurcation with positive agricultural transport costs

Although transport costs of both types of goods have declined since the
beginning of the Industrial Revolution, what matters for the regional distri-
bution of economic activities is not only the absolute levels of transport costs
but also their relative values across sectors (Kilkenny, 1998). For example, if
both costs decrease proportionally, it can be shown that re-dispersion never
occurs. This is not surprising because there is no force creating wage differ-
ential any more. However, if agricultural transport costs decrease at a lower
pace than those of manufacturing goods, cheaper rural labor should eventu-
ally attract industrial firms, whereas the reversal in the relationship between
transport costs has the opposite impact (see Fujita et al., 1999, Section 7.4
for more details).

The pattern dispersion/agglomeration/re-dispersion also arises as long as
we consider any ingredient giving rise to factor price differentials in favor of
the periphery. For example, if we assume that the agglomeration of the mod-
ern sector in one region generates higher urban costs, such as land rent and
commuting costs, a sufficiently strong decrease in transport costs between
regions will foster re-dispersion when firms located in the core region have
to pay high wages to their workers. This occurs because workers must be
compensated for the high urban costs associated with a large concentration
of people within the same urban area (Helpman, 1998; Tabuchi, 1998; Ot-
taviano et al., 2002). Another example is when all workers are immobile,
whereas agglomeration of the industrial sector may arise because of techno-
logical linkages with the intermediate sector (more on this below). In this
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case, wage in the core region may become so high that re-dispersion is prof-
itable for firms (Krugman and Venables, 1995; Puga, 1999).

4.2 Welfare implications of the core-periphery struc-
ture

We now wish to determine whether or not agglomeration is efficient. To this
end, we assume that the planner is able (i) to assign any number of workers
(or, equivalently, of firms) to a specific region and (ii) to use lump sum
transfers from all workers to pay for the loss firms may incur while pricing
at marginal cost. Because utilities are quasi-linear in the model of Section
3.3, a utilitarian approach may be used to evaluate the global level of welfare
(Ottaviano and Thisse, 2002). Observe that no distortion arises in the total
number of varieties Because N is determined by the factor endowment (H)
and technology (f) in the modern sector and is, therefore, the same at both
the equilibrium and optimum outcomes.

Because the setting assumes transferable utility, the planner chooses λ
to maximize the sum of individual indirect utilities W (λ) (for both types of
workers) in which all prices have been set equal to marginal cost. It can be
shown that

W (λ) = Coτ(τ o − τ)λ(λ− 1) + constant (28)

where Co is a positive constant and

τ o ≡ 4af

2bf + d(H + L)

The welfare function (28) is strictly concave in λ if τ > τ o and strictly
convex if τ < τ o. Furthermore, because the coefficients of λ2 and of λ are
the same (up to their sign), this expression has always an interior extremum
at λ = 1/2. As a result, the optimal choice of the planner is determined
by the sign of the coefficient of λ2, that is, by the value of τ with respect
to of τ o: if τ > τ o, the symmetric configuration is the optimum; if τ < τ o

any agglomerated configuration is the optimum; if τ = τ o the welfare level is
independent of the spatial configuration.

In accordance with intuition, it is efficient to agglomerate the modern
sector into a single region once transport costs are low, increasing returns are
strong enough and/or the output of this sector is sufficiently differentiated.
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On the other hand, the optimum is always dispersed when increasing returns
vanish (f = 0) and/or when varieties are close substitutes (d is large).

A simple calculation shows that τ o < τ ∗. This means that the market
yields an agglomerated configuration for a range (τ o < τ < τ ∗) of transport
cost values for which it is efficient to have a dispersed pattern of activities.
In contrast, when transport costs are low (τ < τ o) or high (τ > τ ∗), no
regional policy is required from the efficiency point of view, although equity
considerations might justify such a policy when agglomeration arises. On
the contrary, for intermediate values of transport costs (τ o < τ < τ ∗), the
market provides excessive agglomeration, thus justifying the need for an ac-
tive regional policy to foster the dispersion of the modern sector on both the
efficiency and equity grounds.9

This discrepancy may be explained as follows. First, workers do not
internalize the negative external effects they impose on the unskilled who stay
put, nor do they account for the impact of their migration decisions on the
residents in their region of destination. Hence, even though the skilled have
individual incentives to move, these incentives do not reflect the social value
of their move. This explains why equilibrium and optimum do not necessarily
coincide. Second, the individual demand elasticity is much lower at the
optimum (marginal cost pricing) than at the equilibrium (Nash equilibrium
pricing), and thus regional price indices are less sensitive to a decrease in
τ . As a result, the fall in trade costs must be sufficiently large to make the
agglomeration of workers socially desirable; this tells us why τ o < τ ∗.

4.3 On the impact of forward-looking behavior

In the dynamics used in Section 3, workers care only about their current
utility level. This is a fairly restrictive assumption to the extent that mi-
gration decisions are typically made on the grounds of current and future
utility flows and costs (such as search, mismatch and homesickness). In ad-
dition, this approach has been criticized because it is not consistent with fully
rational forward-looking behavior. It is, therefore, important to determine
if and how workers’ expectations about the evolution of the economy may
influence the process of agglomeration. In particular, we are interested in
identifying the conditions under which, when initially the two regions host

9Observe that the same qualitative results hold for a second best analysis in which
firms price at the Nash equilibrium while the planner controls their locations (Ottaviano
and Thisse, 2002).
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different numbers of skilled workers, the common belief that these workers
will eventually agglomerate in the currently smaller region can reverse the
historically inherited advantage of the larger region.

Formally, we want to determine the parameter conditions for which there
exists an equilibrium path consistent with this belief, assuming that work-
ers have perfect foresight (self-fulfilling prophecy). Somewhat different ap-
proaches have been proposed to tackle this problem, but they yield similar
conclusions (Baldwin, 2001; Ottaviano, 1999; Ottaviano et al., 2002). In
what follows, we use the model of Section 3.3 because it leads to a linear dy-
namic system that allows for a detailed analysis of the main issues (Krugman,
1991b; Fukao and Bénabou, 1993).

Workers live indefinitely with a rate of time preference equal to γ > 0.
Because we wish to focus on the sole dynamics of migration, we assume that
the consumption of the numéraire is positive for each point in time so that
there is no intertemporal trade in the differentiated good. For concreteness,
consider the case in which workers expect agglomeration to occur in region
A while region B is initially larger than A. Formally, we assume that there
exists T ≥ 0 such that, given λ0 < 1/2,

·
λ(t) > 0 t ∈ [0, T ) (29)

λ (t) = 1 t ≥ T

Because workers have perfect foresights, the easiest way to generate a
non bang-bang migration behavior is to assume that, when moving from one
region to the other, workers incur a utility loss that depends on the rate of
migration, perhaps because a migrant imposes a negative externality on the
others. Specifically, we assume that the cost CM(t) borne by a migrant at
time t is proportional to the corresponding migration flow:

CM(t) ≡
∣∣∣∣dλ(t)

dt

∣∣∣∣ /δ (30)

where δ is a positive constant whose meaning is given below.
For each region r = A, B, let us define

Vr(t) ≡
∫ T

t

e−γ(s−t)vr(s)ds + e−γ(T−t)vA(T )/γ t ∈ [0, T ) (31)
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where vr(s) is the instantaneous indirect utility at time s in region r. By
definition, for r = A, VA(t) is the discounted sum of utility flows of a worker
who moves from B to A at time t (i.e., today), while for r = B, VB(t) is that
of a worker who currently resides in B and plans to move to A at time T .
Because workers are free to choose when to immigrate, in equilibrium they
must be indifferent about the time t at wich they move. Hence, at any t < T
the following equality must hold:

VA(t)− CM(t) = VB(t)− e−r(T−t)CM(T ).

Furthermore, because no worker residing currently in B wishes to postpone
his migration time beyond T , it must be that CM(T ) = 0 (Fukao and
Bénabou, 1993), and thus

VA(t)− CM(t) = VB(t) t ∈ [0, T ).

Using (??) and (30), we then obtain

dλ

dt
= δ∆V t ∈ [0, T ) (32)

where ∆V ≡ (VA − VB) and δ can be interpreted as the speed of adjust-
ment. This means that the private marginal cost of moving equals its private
marginal benefit at any time t < T ; of course, λ(T ) = 1.

Using (31), we obtain the second law of motion by differentiating VA(t)−
VB(t), thus yielding

d∆V

dt
= γ∆V −∆v t ∈ [0, T ) (33)

where ∆v ≡ vA− vB stands for the instantaneous indirect utility differential
flow given by (25). The expression (33) states that the “annuity value” of
being in A rather than in B (i.e. γ∆V ) equals the “dividend” (∆v) plus the
“capital gain” (d∆V/dt). As a result, because (25) is linear in λ, we obtain
a system of two differential equations instead of one.

The system (32)-(33) has always a steady state at (λ, ∆V ) = (1/2, 0) that
corresponds to the symmetric configuration. When τ > τ ∗ this steady state
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is globally stable. So, for the assumed belief (29) to be consistent with equi-
librium, it must be τ < τ ∗. Then, the study of the eigenvalues of the system
(32)-(33) shows that two cases may arise. In the first one, when workers’
migration costs are sufficiently large (δ is such that γ > 2

√
Cδτ(τ ∗ − τ)),

the outcome of the migration dynamics is the same as the one described in
Section 3.3. In other words, the equilibrium path is not consistent with (29),
thus implying that expectations do not matter.

By contrast, when migration costs are small enough (γ < 2
√

Cδτ(τ ∗ − τ)),
expectations may matter. More precisely, there exist two threshold values
for the transport costs τ 1 < τ ∗/2 < τ 2 < τ ∗, as well as two boundary values
λ1 < 1/2 < λ2 < 1 such that the equilibrium path is consistent with (29)
if and only if τ ∈ (τ 1, τ 2) and λ0 ∈ [λ1, λ2]. Namely, as long as obstacles to
trade take intermediate values and regions are not initially too different, the
region that becomes the core is determined by workers’ expectations. This is
more so either the lower the migration costs or the lower the discount rate.

4.4 The impact of a heterogenous labor force

So far, workers have been assumed to be identical in terms of preferences.
Although this assumption is fairly standard in economic modeling, it seems
highly implausible that potentially mobile individuals will react in the same
way to some “gap” between regions. First of all, it is well known that some
people show a high degree of attachment to the region in which they are born.
They will stay put even though they may guarantee to themselves higher
living standards in other places. In the same spirit, life-time considerations
such as marriage, divorce and the like play an important role in the decision
to migrate. Second, regions are not similar and exhibit different natural and
cultural features. Clearly, people value differently local amenities and such
differences in attitudes are known to affect the migration process.

These considerations are fundamental ingredients of the migration pro-
cess and should be accounted for explicitly in workers’ preferences. Even
though the personal motivations may be quite diverse and, therefore, diffi-
cult to model at the individual level, it is possible to identify their aggregate
impact on the spatial distribution of economic activities by using discrete
choice theory, in much the same way that consumer preferences for differen-
tiated products are modeled (Anderson et al., 1992). Specifically, we assume
that the “matching” of workers’ with regions is expressed through the logit
(McFadden, 1974). This assumption turns out to be empirically relevant in
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migration modeling (see, e.g. Anderson and Papageorgiou, 1994), whereas
it is analytically convenient without affecting the qualitative nature of the
main results. Then, the probability that a worker will choose to reside in
region r is given by

pr(λ) =
exp[vr(λ)/υ]

exp[vA(λ)/υ] + exp[vB(λ)/υ]

where υ expresses the dispersion of individual tastes: the larger υ, the more
heterogenous the responsiveness of workers to living standards differences
∆v(λ) given by (25).10. When υ = 0, the living standard response is over-
whelming and workers relocates until standards of living are equal in the two
regions; when υ → ∞ mobility responds only to amenity differentials and
the probability of moving is exogenous with respect to living standards.

In the present setting, it should be clear that the population of workers
changes according to the following equation of motion:

dλ

dt
= (1− λ)pB(λ)− λpA(λ)

=
1− λ

1 + exp[−∆V (λ)/υ]
− λ

1 + exp[∆V (λ)/υ]
(34)

in which the first term in the right hand side of (34) stands for the fraction
of people migrating into region A, whereas the second term represents those
leaving this region for region B.

Using Theorem 5 by Tabuchi (1986), it is then readily verified that, for
sufficiently large values of υ, there exists a unique stable equilibrium in which
the manufacturing sector is equally distributed between regions. Otherwise,
there exist two stable equilibria involving each partial agglomeration of the
manufacturing sector in one region, whereas dispersion arises for very low
values of these costs. As expected, taste heterogeneity prevents the emergence
of a fully agglomerated equilibrium and favors the dispersion of activities.11

4.5 Intermediate sector and industrial agglomeration

In the models above, agglomeration is the outcome of a circular causation
process in which more workers concentrate within the same region because

10Alternately, it could be evaluated at ∆ω(λ) which is defined in Section 3.
11See Tabuchi and Thisse (2002) for more details.
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they love variety. However, if workers are immobile, no agglomeration can
arise. Instead, each region specializes in the production of differentiated vari-
eties on the basis of their initial endowments and intra-industry trade occurs
for all values of the transport costs.

However, the agglomeration of industries is a pervasive phenomenon even
when labor is sticky (e.g. between countries). Venables (1996) suggests
that an alternative explanation is to account for the fact that the modern
sector uses an array of differentiated intermediate goods. In this case, the
agglomeration of the final sector in a particular region may occur because
of the concentration of the intermediate industry in that region makes the
final sector more productive; and vice versa. Evidence reveals, indeed, the
importance of the proximity of high-quality business services for the economic
success of an urban area (Kolko, 1999).

Workers being immobile, we may consider a single type of labor. Because
its output is taken as homogenous, theM-sector is assumed to operate under
constant returns to scale and perfect competition. The M-good is produced
according to the production function:

XM = l1−αIα 0 < α < 1

where

I =

{∫ M

0

[q(i)]ρdi

}1/ρ

0 < ρ < 1

is the composite input made of the differentiated intermediate goods and l
the quantity of labor. Then, the agglomeration of the intermediate and final
sectors into the same region is an equilibrium if and only if the following two
conditions are satisfied:

ΥI ≥
(

µ

1− µ

)(1−α)/α

(ΥM)1/α (35)

ΥI ≥
(

µ

1− µ

)1/ρ

(36)

where ΥM (ΥI) stands for the transport costs of the final sector (intermediate
sector) good and α the cost share of the intermediate good in the final sector
(Fujita and Thisse, 2002).
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Hence, when the transport cost of the intermediate goods is high relative
to the transport cost of the final good, there is complete regional specialization
in that the final and intermediate sectors are entirely concentrated in region
r, whereas the traditional sector operates only in region s. Condition (35)
becomes less stringent as the transport cost of the final good declines. In
addition, the transport cost of the intermediate goods must also exceed some
threshold value (36) because µ/(1−µ) ≥ 1. Clearly, this threshold rises when
the intermediate goods are more differentiated.

Condition (35) means that the M-sector does not find it profitable to
start operating in region s because importing the intermediate goods from
r turns out to be costly due to high transport costs; by contrast, exporting
its output from r to s is not costly because there is no restriction on ΥM.
Condition (36) means that no firm of the intermediate sector wants to set up
in region s because it has to export all its production to region r at a high
transport cost. It should be stressed that both sectors are trapped within the
same region even when shipping the final good becomes cheaper and cheaper
(ΥM approaches 1).

In order to break the core region, the transport costs of the intermediate
goods must fall below some critical value. This is not necessarily easy to
achieve when the provision of specific intermediate goods requires face-to-
face contacts as for highly differentiated services (in which case ΥI is high).
This provides some clue why the industrial sector is so much concentrated in
many developing countries: in such economies, the transport costs of inter-
mediate goods are often quite high due to poor transport and communication
infrastructure.

Furthermore, as long as (35) and (36) hold, µ can rise, thus generating a
widening wage gap between the core region and the periphery. It is readily
verified that the real wage gap, in turn, becomes even larger. This agrees
with the observation that (35) becomes less and less stringent as the role of
the intermediate goods plays a growing role in the economy (α rises). By
contrast, we see that the modern sector is likely to decentralize some of its
activities in the periphery as its share in consumption increases.12

12See Puga (1999) for a framework unifying Krugman’s and Venables’ settings.
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4.6 On the formation of an urban hierarchy

What remains to investigate is the fundamental question of the formation
of an urban hierarchy, that is, the construction of an economic theory of
central places. A first step into this direction is taken by Henderson (1974)
who proposes a very original approach to the formation of systems of cities.
His work is based on Mills (1967) who supposes that the production of a
good involves increasing returns and takes place in the Central Business
District. Each city then has a finite size because of commuting costs borne
by the workers. Then, assuming a “market for cities”, Henderson shows that
cities will be created until no opportunity exists for a developer or a local
government to build a new one. This corresponds to a free entry equilibrium
in which all cities are identical. Henderson also argues that each city has an
incentive to specialize in the production of one final good to export because
combining production of different goods within the same city rises commuting
costs and land rents. Because the production of different tradables involve
different degrees of scale economies, cities end up with different types and
sizes. This approach explains the existence of an urban system with different
types of cities and of inter-city trade involving different goods.13 However,
this model does not permit to predict the location of cities nor does it explain
the urban hierarchical structure.

To this effect, Fujita, Krugman and Mori (1999) introduce into the mo-
nopolistic competition model of Section 3.2 different groups of final goods,
having each different elasticities of substitution and/or transportation rates.
Specifically, the utility (3) becomes:

u = T µT

K∏
k=1

(Qk)
µk 0 < µT , µk < 1

where

Qk =

[∫ Mk

0

mk(i)
ρ

k di

]1/ρ
k

0 < ρk < 1

stands for an index of the consumption of the k-product’s varieties. Fur-
thermore, the location space is now described by the real line. Labor is

13See Henderson (1987) for further developments.
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homogenous and workers are free to work either the modern or the tradi-
tional sector. Finally, the use of land by the traditional sector (agriculture)
creates the dispersion force.

Assuming that trade costs are equal across manufactured goods and that

K∑
k=1

µk

ρk

≥ 1

a condition that boils down to (17) when K = 1.As the population rises, Fu-
jita et al. show that a (more or less) regular hierarchical central place system
reminiscent of Christaller emerges within the economy, in which “higher-order
cities” provide a larger number of groups of final goods, whereas “lower-order
cities” produce a smaller number of goods. Put simply, the equilibrium is
consistent with an urban system involving large and diversified cities along
with small and specialized cities, a well-documented empirical fact (Duran-
ton and Puga, 2000). In this setting, there is two-way trade between cities
because cities supply differentiated goods. This leads to a more intricate
pattern of trade in which horizontal relationships are superimposed on the
pyramidal structure of central places theory. As expected, higher-order cities
export more varieties than lower-order cities. However, horizontal relation-
ships between cities of the same order may be more important than trade
with lower-order cities, so that the resulting urban hierarchy is more fuzzy
than in the Christaller model of central places.

The pattern of specialization and trade obtained by Fujita et al. seems
to fit well the description provided by geographers (Pred, 1966) as well as by
historians (Hohenberg and Lees, 1985) about the economic space emerging
in the US in the 20th century and in Europe during the 19th century. It
combines both the hierarchy of various centers with the existence of networks
of cities exchanging specialized goods and services.

5 Suggestions for Future Research and Policy

Implications

At first glance, the economics of agglomeration looks like a collection of exam-
ples. And, indeed, this new strand of literature has so far sacrificed generality
for tractability. However, it is fair to say that this topic is fraught with most
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of the difficulties encountered in economic theory: nonconvexities (the lo-
cational indivisibility of economic agents and increasing returns), imperfect
competition (which form?), externalities, and general interdependence. To a
large extent, advances in economic geography depends on the ability of the
economics profession to come up with more general models involving imper-
fectly competitive markets. One possible direction for future research would
be to investigate a broader class of models of monopolistic competition in
which interactions between firms are weak, although there are several good
reasons to believe that competition in space is strategic (Gabszewicz and
Thisse, 1986). However, it is interesting to notice that the results presented
in Section 3 have the same flavor as those obtained in spatial competition
when firms sell differentiated products (Anderson et al., 1992; de Palma et
al., 1985). Another major line of research to be explored is the nature and
working of local interactions. If assuming the existence of local externalities
is an acceptable proxy to study their spatial consequences, this is clearly in-
adequate for a detailed study of the phenomenon of agglomeration. Instead,
one should study the various and contrasted social processes arising among
agents set up within the same locale. The main engines of economic growth
and local development are likely there (Presscott, 1998; Lucas, 2001).

The economic geography approach reviewed in this paper is by no means
the only tool useful for understanding the shaping of the space-economy.
It is our contention, however, that the qualitative results presented in Sec-
tion 3 are fairly robust and representative of general tendencies at work in
contemporary economies (Fujita and Thisse, 2002). Furthermore, economic
geography has strong connections with several branches of modern economic
theory, including industrial organization and urban economics, but also with
the new theories of international trade and of economic growth and devel-
opment. Cross-fertilization can therefore be expected. As seen in Section 4,
the basic models show a great versatility that has already allowed them to
be extended in various directions.

Finally, models of economic geography offer testable predictions so that,
eventually, their validity will be an empirical issue. So far very few attempts
have been made. To the best of our knowledge, one of the most elaborated
studies has been conducted by Combes and Lafourcade (2001) who perform
a structural estimation of a multi-regional, multi-sectorial model with ver-
tical linkages. More precisely, they consider 71 industrial sectors and 341
employment areas in France; transport costs are evaluated by means of a
distance and time cost function in 1978 and 1993, built from the road net-
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work, gas price, highways tolls and carriers’ contracts. Their work shows
that a decrease of about 40% in road transport costs was associated with a
strengthening in regional specialization and inequalities. Clearly, more work
remains to be done to confirm (or invalidate) such conclusions.

The results presented here, together with others discussed in Fujita and
Thisse (2002), suggest some policy implications that are summarized below.

Modern economies encapsulate a strong system of forces pushing toward
more agglomeration in economic activities. What makes these forces so pow-
erful is the combination of a drastic fall in transport and trade costs, which
combines with the cumulative nature of the agglomeration process. This
gives rise to a new type of economic geography in which space is “slippery”,
whereas locations are “sticky”.

There is a risk of excessive agglomeration if the skilled labor force keeps
getting more mobile. Yet, one would go too far in predicting that the space-
economy will be much more polarized than what it is today. Urban systems
are characterized by a strong inertia that favors dispersion. In addition,
the growing concentration of activities in a few large regions is likely to be
accompanied with higher urban costs that will make these regions eventually
less attractive. Finally, even though innovative activities often benefit from
being agglomerated, firms are likely to be attracted by cheaper areas when
technologies are well monitored, thus offering a niche to less diversified areas
that can specialize in the production of specific goods. In this perspective,
many cities would do well by improving their provision of public goods and
services used directly by firms and by cooperating more with their hinterland.

Local clusters may emerge in very different places, thus opening the door
to possible local development within depressed regions. However, one should
resist to the temptation of planning and organizing such clusters from above.
Indeed, they often rest on informal processes such as discussions among work-
ers within firms, inter-firm mobility of skilled workers, exchange of ideas
within families or clubs, and bandwagon effects. The proliferation of exter-
nalities within cities leads Anas, Arnott and Small (1998, p.1458) to conclude
as follows: “only very comprehensive and detailed planning can overcome the
resulting inefficiencies. Because the externalities are so poorly understood,
however, attempted cures may well do more harm than the disease”. The
situation is very similar when we come to the case of regional clusters, al-
though the nature of externalities to take into account is likely to be different.

Still, there is a lot to be learned from the many successful experiences
undertaken. Among other things, they concur in saying that the efficiency
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and quality of local institutions that facilitate communication and social
coordination are critical in successful local development stories. This is a far
too much neglected factor in development plans designed for lagging regions.
For example, the European Commission should be more active in detecting
such inefficiencies and in making its regional aids conditional upon significant
improvements in local (nonmarket) institutions.
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Figure 1. The set of feasible allocations in a homogeneous space
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Figure 3. The bifurcation diagram for the core-periphery model
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Figure 4.  Bifurcation with positive agricultural transport costs


