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Abstract

In this paper we derive efficiency estimates of the regularized Newton’s method as
applied to constrained convex minimization problems and to variational inequalities. We
study a one-step Newton’s method and its multistep accelerated version, which converges
on smooth convex problems as O(k%), where k is the iteration counter. We derive also
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1 Introduction

Motivation. Starting from the very beginning [1], the behavior of the Newton’s method
was studied mainly in a small neighborhood of non-degenerate solution (see [4]; a com-
prehensive exposition of the state of art in this field can be found in [2, 3]). However, the
recent development of cubic regularization of the Newton’s method [8] opened a possibil-
ity for global efficiency analysis of the second order schemes on different problem classes.
After [8], the next step in this direction was done in [7]. Namely, it was shown that, on the
class of smooth convex unconstrained minimization problems, the rate of convergence of
one-step regularized Newton’s method [8] can be improved by a multistep strategy from
O(k%) up to O(%), where k is the iteration counter. It is interesting that a similar idea
is used for accelerating the usual gradient method for minimizing convex functions with
Lipschitz-continuous gradient (see Section 2.2. in [6]).

In this paper we analyze the global efficiency of the second-order schemes as applied to

convex constrained minimization problems and to variational inequalities. For generalizing
the regularized Newton’s step onto the constrained situation, we compute the next test
point as an exact minimum of the upper second-order model of the objective function,
taking into account the feasible set. This approach is based on the same idea as gradient
mapping, which is employed in many first-order schemes (see, for example, Section 2.2.3
[6])-
Contents. In Section 2 we present different properties of cubic regularization of the
support functions of convex sets. Our results can be seen as an extension of the standard
approach based on regularization by strongly convex functions, which is intensively used in
the first-order methods (see, for example, Section 2 [5]). In Section 3 we introduce a cubic
regularization of the Newton step for a constrained variational inequality problem with
sufficiently smooth monotone operator. Section 4 is devoted to the second-order schemes
for constrained minimization problems. We derive the efficiency estimates for one-step
regularized Newton’s method and for its accelerated multistep variant. In Section 5 we
present a second-order scheme for a variational inequality with smooth monotone operator.
We show that the schemes converges with the rate O(%) We analyze also its efficiency
as applied to strongly monotone operators. In the end of the section we prove the local
quadratic convergence of the regularized Newton method. In the last Section 6 we discuss
some implementation issues.

Notation. In what follows F denotes a finite-dimensional real vector space, and E* the
dual space, which is formed by all linear functions on E. The value of function s € E* at
x € E is denoted by (s, ).

Let us fix a positive definite self-adjoint operator B : E — E*. Define the following
norms:

Ikl = (Bh,m)'/?,  hePp,
Islls = {s,B7's)"/?, s e B,
Al = max ||Ah|,, A:E — E*.
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For a self-adjoint operator A = A*, the same norm can be defined as

1Al = o (AR, h)|. (1.1)

Further, for function f(z), x € E, we denote by V f(x) its gradient at x:
Fo+h) = f(5)+ (V@) h) +o(lhl), heE.
Clearly Vf(z) € E*. Similarly, we denote by V2 f(z) the Hessian of f at x:
Vf(x+h) = Vf(z)+Vif(z)h+o(|h]), hecE.

Of course, V2f(z) is a self-adjoint linear operator from E to E*. We keep the same
notation for gradients of functions defined on E*. But then, of course, such a gradient is
an element of F.

Finally, for a nonlinear operator g : E — E*, we denote by ¢'(x) is Jacobian:

g(e+h) = g(a)+g'@h+o(lh]), heE.

Thus, ¢’(z) can be seen as a linear operator from E to E*. Clearly, (Vf(z)) = V2f(x).

2 Cubic regularization of support functions

Consider the following cubic prox function
d(x>y) = éHfU—yHga x??JGE'

In accordance to Lemma 4 in [7], for any fixed z € E, we have

d(z,y) > d(z,2)+ (Vad(Z,2),y —z) + |y — 2|, =z,y€E, (2.1)

where Vg denotes the gradient of corresponding function with respect to its second vari-

able. Thus, d(Zz,-) is a uniformly convex on E function of degree p = 3 with convexity

=1
parameter o = 3.

Let @ be a closed convex set in E. We allow @ to be unbounded (for example, Q = F).
Let us fix some zg € @), which we treat as a center of this set. For our analysis we need

to define two support-type functions of the set Q:

¢p(s) = gleaé({<37$—$o> cd(x) < %D?’}, s€eE,
(2.2)
Wo(z,s) = max{{s,y — =) — Bd(x,y)}, s € E,

where x is an arbitrary point from @, and parameters D and ( are positive. The first
function is a usual support function for the set

Fp={z€Q: |z—ux <D}



The second one is a proximal-type approximation of the support function of set () with
respect to x. Since d(z,-) is uniformly convex (see (2.1)), for any positive D and [ we
have dom {p = dom Wy = E*. Note that both of the functions are nonnegative.
Let us mention some properties of function W (-,-). If 8o > 1 > 0, then for any x € F
and s € E* we have
Wﬁz(xas) < Wpg, (z,5). (2.3)

The support functions (2.2) are related as follows.
Lemma 1 For any positive 8 and D, and any s € E* we have
Ep(s) < 1BD3+ Wp(ao, s). (2.4)

Proof:
Indeed,
&n(s) = max{(s,y —0) : y € Q, dlxo,y) < 1D3}

= rgleagrﬁnzig{(s,y —x9)) + %5 : (D3 —|ly — xOH?)))}

= minmax{(s,y —20)) + 55 (D~ [ly — xo[*))}

IN

18D + Wa(o, s).

We need some bounds on the rate of variation of function Wg(x, s) in both arguments.
Denote

mor, ) = axgmanc{ (s, — ) — fd(z.) : v € Q.
Note that function Ws(z, s) is differentiable in s and
VoWpg(x,s) = mg(x,s) —x.
Lemma 2 Let us choose arbitrary x € Q and s,6 € E*. Then
We(z,s+9) < Ws(x,s) + (6, VaWps(z, 5)) + Wg/a(ms(z,5),0). (2.5)
Moreover, for any y € @ and § € E* we have
Wa(,0) < 3+ I02 (2.6)

Proof:
Denote m = mg(x, s). From the first-order optimality condition for the second maximiza-
tion problem in (2.2) we have

(s =B Vad(z,m), y —m) <0 Vy€Q.

Hence,
(s,y—x) < (s,m—x) + B (Vad(z, ),y —m) Vy€eQ.
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Therefore,

Ws(z,s4+0) = I;leaé({(s—&—d,y—@—ﬁ-d(x,y)}
< max{(dy—a) +(s,m— ) + {Vad(z, 1),y —m) — - d(z,y)}
(2.1) 1 3
< max {(0,y —x) + (5,7 —x) = B-d(z,7) — 50lly — 7|}

yeRQ

= Wpga(m,0) + (6,7 —x) + Wp(z,s).
It remains to note that

Ws(y,0) = max{(s,z—y) - 8-z —yl}

IN

3/2
I;leag{@,x—y)—%ﬁ-Hﬂc—yH?’} = %'ﬁﬂlfﬂl* -

Thus, the level of smoothness of function Ws(z, -) can be controlled by the parameter
(. This function can be used for measuring the size of the second argument. Of course,
the result depends on the choice of the center z. Let us estimate from above the change
of the measurement when the center moves.

Lemma 3 . Letx,7m € Q, and « € (0,1]. Definey = x+a(m—=x). Then, for any 6 € E*,
and B > 0 we have

Wa(m,ad) < Wﬁ/as (y,0). (2.7)
Proof:
Indeed,
Wﬁ(ﬂ-v a(S) = H%%({Oé(é, v = 7T> - ﬂd(ﬂ-a U)}
_ _ _ N B _ 3. — —
(y=stalm—=) = max{dw—y)—ghlw—yl: v=r+a@-2)}
(@ +aQ-2)CQ) < max{(dw—y)—ghlw—yl*} = War(v.0).
O
3 Cubic regularization of the Newton step
Consider a nonlinear differentiable monotone operator g(z) : Q — E*:
(9(x) —g(y),x—y) = 0, Va,yeQ. (3.1)



This condition is equivalent to positive semidefiniteness of its Jacobian:
(¢'(x)h,h) > 0, VzeQ, heFE. (3.2)
We assume also that the Jacobian of g is Lipschitz-continuous:

l9'(@) =g’ W« < Liz—yl, VzyeQ. (3.3)

A well known consequence of this assumption is as follows:

lg(y) — g(z) —g'(z)(y — o)l < 3Lly—=|? =z,y€eq, (3.4)

(see, for example, [9]).
An important example of such an operator is given by the gradient of the distance

function:
Vod(z,y) = ly—=|-Bly—=z), =z,y€kE,

with L = 2 (see Lemma 5 [7]).
For any x € Q and M > 0 we can define a regularized operator

Una(y) = 9(x) +¢'(2)(y — x) + ;M Vad(z,y), yeE.
This is a uniformly monotone operator. Therefore, the following variational inequality:
FindT € Q: (Uyo(T),y—T) > 0 VyeQ, (3.5)
has a unique solution 7' = Tys(z). Denote ry(z) = || Tas(z) — ||, and
Ap(x) = (g(x),z = Tar(2)) = 5(g'(2)(w = Ta(2)), 2 — Ta (@) = 13y ().
Using inequality (3.5) with y = x, we obtain
(9(x), 7 — Tar () — {6/ (@) (& — Tar(x)), 2 — Tar () — Loy (2) > 0.

Hence,
Ap(z) > 3 (@) (@ - Tu(x)),z — Tu(x)) + i (2)

o) (3.6)
> %rﬁ/](l‘)

In what follows, we often use several simple consequences of (3.5).

Theorem 1 Let operator g satisfy (3.2), (3.3). Then, for any y € Q, and any positive \
and M, we have

(9(Tar(y)y — Tu(y)) = ML (y), (3.7)
Wa(y, =Ag(Tm(y))) < Mag(Tm()),y — Tu(y))

A3 (L+M)3 M—L (3'8)
+< 130 — ATy )'T?w(y)-




Proof:
Denote T'= T (y), and r = rpr(y). Then, by (3.5),

0 < (g)+dW(T —y)—g(T)+g(T)+ sMr(T —y),y —T)

= (W) +dW)(T —y)—g(T),y—T)+ (g(T),y — T) — Mr?

™
VAN
B

%L"B + <g(T)7y - T> - %Mrga

and that is (3.7).
Denote now g = g(y), and § = ¢’(y). Then, for any z € Q we have:

(9(T),y—=x) = YT)-g-g T ~vy),y—2)+G+7 (T —vy),y—x)

(3.4) )
< Iy —z|+(@+7 (T -vy)y—a)

L2y — 2|+ g+ (T —y),y—T)+ G+ (T —y), T — )

Ly g g T )y T) + MrBE —y)x - T)

< LMy g+ G+ G (T —y),y - T) — Ao

= M2y |+ (g+ G (T —y) — g(T),y —T)
&8 4 (g(T),y = T)

sy ) - Mgkt g (g(r),y - )

Therefore, using this estimate (in the third line below), we obtain
Wia(y, =Ag(T)) = Mg(T),y = T)

= max{\g(T),y —x) — Bd(y,z) — MNg(T),y = T)}

TEQ
< max(AERZy — o - AME — Gy — ]}
< max{/\iL‘ngzT — ng} — )\%Tg

7>0

Y < XETF _ AM2L> _

_ 9(M—L)?
= 2(M+L)?

. Its maximal value is attained at M = 5L: x(5L) = 3.

Denote k(M)
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Corollary 1 If M > L and 0 < A < k(M) - 3, then

Ws(y, =Ag(Tm(y)) < Mg(Tm(v)),y — Tm(y))- (3.9)

4 Methods for constrained minimization
Consider the following minimization problem:
min{f(z) : @ € Q}, (4.1)

where @) is a closed convex set and f is a convex function with Lipschitz continuous
Hessian:

IV2f(2) = V2fW)ll < Lllz—yl, zyeQ. (4.2)

Note that the operator g(z) o V f(x) satisfies conditions (3.2), (3.3). Thus, we can apply
the results of Section 3 to the regularized Newton step T' = Tjs(x) defined as a unique
solution to the following variational inequality:

(Vf(@)+V2f() (T —z)+ s MVaod(2,T),y—T) > 0, VyeQ.

Note that now this point can be characterized in another way:

Ty(z) = argmin fa(z,y),
yeq
(4.3)
2 def
fu(zy) = f@) +(Vf(@)y —a) + 5(VEf(@)(y — o),y — ) + §lly — ]
In view of (4.2), for M > L we have
fy) < fuly) < fl)+EM )y -2, zyeQ. (4.4)
Therefore, f(Ta(z)) < far(z, Tar(X)), and we obtain:
; @6y g (4.5)
fl@) = f(Tu(x)) = f(2) = fu(@,Tu(X)) = Aulz) = Fry(@). ‘
Another important consequence of (4.4) is as follows:
F(Tu(@) < mindf(y) + 5y — 2P} < fa)+ B e -l (46)
where z* is an optimal solution to (4.1).
Consider now the following regularized Newton’s method:
Choose zg € @ and iterate
(4.7)

Lh+1 = TL(l'k), k > 0.

Using the same arguments as in Theorem 1 in [7], we can prove the following statement.
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Theorem 2 Assume that the level sets of the problem (4.1) are bounded:

|l —2*|| <D VYreQ: f(z) < f(xo). (4.8)
If the sequence {xy}72, is generated by (4.7), then
flar) = f(2*) < $EBs, k> 1. (4.9)

Proof:
In view of (4.5), f(xg+1) < f(xk), k> 0. Thus, ||z — 2*|| < D for all k£ > 0. Further, in
view of (4.6), we have

fla) < fla)+ §D5. (410
Consider now an arbitrary k& > 1. Denote zx(7) = 2* 4+ (1 — 7)(z — 2*). In view of the
first inequality in (4.6), for any 7 € [0, 1] we have

fann) < Far() + 755 llos — 2 |® < flaor) = 7(f(an) = f@) + 70 L5

The minimum of the right-hand side is attained for

xp)—f(x* x1)—f(x* (4.10)
ro= JIEE) o e e O

Thus, for any & > 1 we have
) — f(x*))3/2
Flansn) < flan(r)) — 3 - Lo BT (4.11)
Denote 6, = f(xg) — f(2*). Then

1 _ 1 Ok —0k+1 (4§1) . Ok > 1
Vorsr Vo Voo (Vo+/0k11)  — 3VLD3  \[Sp 1 (VE+\/Sky1) T 3VLD?
Thus, for any k£ > 1, we have

(4.10)
1 k—1 1 k-1 k+4
= V61 +3\/LD3 = LD3 (\/§+ 3 ) = 3VLD3"

-
ol

|

Consider now an accelerated scheme. For simplicity, we assume that the constant L
is known.

Choose some xg € Q, and sg = 0 € E*. Define
~v=27L, M = 5L, and compute z1 = Tps(x0).

For k > 1 iterate:

1. Update s = sp_1 — @Vf(mk) (4.12)

N

. Compute vy, = 7 (20, S)-

w

k 3
. SeleCt Y = mﬂjk =+ m’l}k.

Iy

. Compute xp+1 = Tar(yk)-




Define

A = k(k2+1)’ S, = k(k—s—lf)i(k:—&-z)

o k> 1

k
Note that S = > \;. Let us prove the following auxiliary result.
i=1

Lemma 4 Define v =27L. Then, for any k > 1 we have

éjl Nl f(zi) + (Vf(@i), 20 — xi)] > Sif(zr) + Wy (zo, sk). (4.13)

Proof:

Note that for our choice of parameters, k(M) = ML) _ L

W = 31" Therefore, /{(M)/}/ > 1,

and we have
Sif(x1) + Wy (2o,81) = f(21) + Wy(wo, =V f(Tu(z1)))

(3.9)
< M[f(z1) +(Vf(z1), 00 — 71)].

Thus, for k = 1, inequality (4.13) is valid.
Assume that (4.13) is true for some k > 1. Denote the left-hand side of this inequality
by Y. Then

Skr1 = Bk + arg1[f (wrg1) +(VF(@ri1), 2o — Trp1)]

> Spf (@r) + A lf (@rg1) + (VF(@h41), w0 — Tha1)] + Wy (@0, s1) i
> Sk f(@ry1) + (Vf(Tr11), der12o + Skzk — Sky12k41) + Wo (o, sk) .
= Skt1f (@rt1) + (VF(@r41)s A1 (o — vk) + Sk1(Yk — Tt1)) + Wo (o, k).
Note that
Wy (zo, sp41) = Wy(zo, s — M1 V. (Tht1))

(2.5)
W (@o, k) = Ak 1 (V f (Th41), vk — @0) + Wa (v, = Ae1 V f (@r41))-

Denote ayj, = 2+ = 725 Then, in view of Step 3 in (4.12), we have

Skr1 +
Yk =z + o (Vk — T).
Hence, we can continue:
W (2o, k) = M1 (V f (Thr1), vk — 0) — Woy (@0, Sk41)

(2.7)
> — Wy (vg, =M1V (@r41)) = =W (hs — oo M1V (@r11)) (4.15)

2 2042

= -W ~_ (yk, —Sk-i-lvf(xk-i-l))'

2&%
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Denote

3
B = g0r = 27L - (3" — 1Lk + 3)3.

Then Siy1 < %(k: +3)% = kB,. Thus, conditions of Corollary 1 are satisfied and we can
apply inequality (3.9):

W (ye, =Sk1Vf(@rt1)) = =Ser1(Vf(@ht1), Yk — Th1)-

2042
Using this estimate in (4.15), we obtain
Wy (20, 5k) — M1 (V f (@41), v — @0) + Sk 1 (Vf (Trt1)s Yk — Th1) = Wo (2o, Sk1)-

Hence, in view of (4.14), we prove our inductive assumption for the next value k + 1. O

Now we can easily estimate the rate of convergence of the accelerated process (4.12).

Theorem 3 For any k > 1 we have

. 54L|zo — z*|?

Proof:
Indeed,

k

:21 Ailf (i) + (Vf (), 20 — 24)]

(4.13)

> Sipf(xr) + max {(sk,z — 20) — 3|z — wo*}

> Suf(on) + 3 MV S(ai). 20 %) = Flo — o "

Hence,
k
Sef(xr) < Fllwo — 2*[° + ; Ailf (@) +(V f(23), 2" — 24)]
< Fllwo — ¥ + Sk f(x).
Od

5 Second-order methods for variational
inequalities

Let the nonlinear operator g(z) satisfy conditions (3.2), (3.3). Consider the following
variational inequality problem:

Find z*: (g(z¥),y —z*) >0 Vye€ Q. (5.1)
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In order to measure quality of an approximate solution y € @Q to this problem, we will
employ the standard restricted merit function

fp(z) = Tyﬂeax{< 9(W),x —y) : |ly —xoll < D} (5.2)

It is easy to prove that for all x € Fp this function is nonnegative. If D > ||z — x*|,
then fp(z*) = 0. Moreover, if fp(2) =0 and ||Z — x| < D, then & is a solution to (5.1)
(see Lemma 1, [5]).

In order to form an approximate solution to (5.1), we often use the following averaging
procedure.

Lemma 5 . For a sequence of points {xl} "1 C Q and a sequence of positive weights

(N, define

k k k
o= L Nigl@), Se= NN dn =g X

i=1

Then for any 6 > 0 we have

fo(ar) < o i)\i<g($i),$i—$o>+§D(8k)]

=1
(5.3)
@9 ], , &
< Sk gﬁD +zé:1 )‘z<g(xl)7x7, - 550) + Wﬂ(l‘o,sk) .
In particular, if
k
;)‘i<g($i)7330_33i> > Wp(xo, si), (5.4)

o D3
then fp(2y) < ng

Proof:
Indeed,

k (2.2) k
> Ailg(xi), i —x0) +&p(sk) = maX{Z Ailg(xi), xi —y) + |ly — x| < D}

i=1 YeER | i=1

(3.1) k
> max Z Ailg(y),zi —y) : [y —xol| < D
yeQ

= Sp-max{{g(y), 2 —v) : lly — ol < D}

= Sk fpo(ar).
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Now we can estimate the rate of convergence of the following dual Newton’s method
(compare with (4.7)).

1. Choose 8 =6L and M =5L.

Set 1 = Tpr(xo) and sp = —g(z1).

2. Tterate (k >1): sp = sp_1— g(zk), (5.5)
Vg = ﬂ-ﬂ(xov Sk)')
Th+1 = TM(’l}k>

Theorem 4 Let the operator g(x) satisfy conditions (3.2), (3.3), and sequence {xy}72

k
be generated by (5.5). Then for the average points Iy = k%rl x1+ Y, x| we have
i=1

2LD?

k> 1. .6
k+1’° - (5.6)

fo(er) <

Proof: i
Denote Ay = (g(z1), 21 —x0) + X2 (9(x;), T — x0) + Wa(z0, sg). In view of inequality (5.3),
=1

1=
we need to prove that Ay < 0 for all £ > 1. Indeed, s; = —2¢(z1), and, in view of our

choice of parameters,
K(M)B > 2. (5.7)

Hence, applying inequality (3.9), we obtain
We(wo, —29(x1)) < 2(g(21), 0 — 21).
Thus, A1 < 0. Assume now that Ay < 0 for some k > 1. Then

A1 < (9(@rg1)s g1 — wo) + Wa(zo, sk — 9(zry1)) — Wa(wo, si)

(2.5)
< {9(xrs1), Trg1 — mp(wo, sk)) + Waya(ms(zo, sk), —9(Tkr1))

5.5
(:) (9(Th41)s Thp1 — vg) + W5/2(Uk, —9(xp41))-

In view of (5.7) and relation (3.9), we conclude that the right-hand side of the latter
inequality is non-positive. O

Assume now that the operator g(x) is strongly monotone:
(9(z) —g(y),z —y) > plz—yl? =zyeQ. (5.8)

For differentiable operators, this condition is equivalent to uniform nondegeneracy of the
Jacobian ¢'(z):
(d(@)hh) = plhl? @eQ, he k. (5.9)
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Lemma 6 Assume that operator g(x) satisfies (5.8) and D > ||xzg — z*||. Then for any
r € Fp we have

fol@) > tula—a|2 (5.10)
Proof:
Indeed, consider y = %x + %x* € Fp. Then

(5.2)
fo) > (9(y),z—vy) = (g(v),y —2%)

(:8) * * *||2
> (g(@"),y — ") + plly — 27|

(1) |2 1 |2
> plly—a2*|® = qulle— 2|
Od

Thus, using (5.5) we can get close to a solution of the variational inequality with
strongly monotone operator. Let us show that in a small neighborhood of the solution,
the transformation T)/(x) ensures a quadratic rate of convergence.

Theorem 5 Let operator g(z) satisfy conditions (3.3) and (5.8). Then for any M > 0
the process

Tpr1 = Tyv(zg), k>0, (5.11)
converges quadratically:
lzgir — a2l < EgM ey — 2|2 (5.12)
Proof:
Denote 7, = ||z — Tg+1||, and pg = ||xx — *||. Then
(5.1)
0 < (9(@"),Tps1 — )
= (9(z") — g(xx) — ¢'(zp) (2" — k), Tp1 — 27)
+(g(zr) + ¢ (xk) (2" — k), Thy1 — %)
34 L 2 / ! * *
< Foppkr +(9(@k) + 9 (@k) (@hs1 — 2i) + 9 (@) (@7 = Tig1), T — 27)
(3.5) L 2 M * / * *
S SPEPR+1 T 77“k<B(33k+1 —xk), 7" — Tpy1) — (9 (Tk) (Thy1 — T7), Tpy1 — )
GIp M * 2
< S0Pk T G TE(B(Th1 — Tk), T — Tpy1) — HPf -
Thus,

2 L2 M L 2 M, 2
o1 < 5Pkt + STR(B(Thg1 — k), — Tpg1) < FPEPk+1 T FTEPRAL
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which gives

pprer < Lo+ Yl (5.13)

On the other hand, we can continue our main chain of inequalities as follows:
0 < Epiokir + Yre(B(@rsr — op), o° — Tk + Tp — Th) — M4

L 2 M2 M3 2
S ZPRPRAL T T TRPE — T TE — HPkt1-

Therefore, if r, > pg, then ppiq < ip% Otherwise, we get (5.12) from (5.13). O

Thus, the region of quadratic convergence of method (5.11) can be defined as

(5.10)
Op = {zeFp: o<y} 2 {z€Fp: fole) < gl |-

Therefore, in view of (5.6), the analytical complexity of finding a point from Qp by a
single run of the method (5.5) is bounded by

3
o([%7])
iterations. However, the same goal can be achieved much more efficiently by a restarting
strategy. Indeed, from (5.6) and (5.10), we see that this scheme halves the distance to the
optimum in O (%) iterations. After that, we can restart the algorithm, taking the last
point of the first stage as a starting point for the second one, etc. Since the length of a
stage depends linearly on the initial distance to the optimum, the duration of any next
stage will be twice smaller than that of the previous stage. Hence, the total number of
iterations in all stages is of the order

0 (L2). (5.14)

Note that for optimization problems, in view of a much higher rate of convergence (4.16),
the complexity bound drops to the level

0 ([Lﬂ Y 3) (5.15)

iterations.

6 Discussion

At each iteration of the regularized Newton’s method we need to solve the auxiliary
problem (3.5). Let us analyze its complexity for the constrained optimization. In this
case, the problem (3.5) can be written in the following form:

min {(9.9 — ) + 5(G(y — )y )+ ¥y~ 2} (6.1)
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where g is the gradient of the objective function at z and G is the Hessian. A non-standard
feature of this problem consists in the presence of the cubic term in the objective function.
Let us show that the problem (6.1) can be solved by a sequence of quadratic minimization
problems.

Indeed, note that for any r > 0 we have

%7‘3 = max [T2T — %73/2} .
7>0

Therefore, the problem (6.1) can be written in the dual form:

. o 1 _ _ M _ 12 _2.3/2
min max {to.y—2)+ 3Gy —2)y—z) + ¥ (rly - 2|? - 3°2)}

- CM /2 vl oy
_Ifgé( 37T +2%13 {<g,y z) +5(G+7M)(y —x),y a?)}

é(7)
Note that the function ¢(7) is defined by a quadratic minimization problem, which very

often can be solved efficiently. On the upper level, we have a problem of maximizing a
concave univariate function.
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