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ESTIMATION AND RITZ VALUE CONVERGENCE ENHANCEMENT

RANDOLPH E. BANK, LUKA GRUBIŠIĆ, AND JEFFREY S. OVALL

Abstract. We present a general framework for the a posteriori estimation and enhancement of error in
eigenvalue/eigenvector computations for symmetric and elliptic eigenvalue problems, and provide detailed
analysis of a specific and important example within this framework—finite element methods with continuous,
affine elements. A distinguishing feature of the proposed approach is that it provides provably efficient and
reliable error estimation under very realistic assumptions, not only for single, simple eigenvalues, but also for
clusters which may contain degenerate eigenvalues. We reduce the study of the eigenvalue/eigenvector error
estimators to the study of associated boundary value problems, and make use of the wealth of knowledge
available for such problems. Our choice of a posteriori error estimator, computed using hierarchical bases,
very naturally offers a means not only for estimating error in eigenvalue/eigenvector computations, but also
cheaply accelerating the convergence of these computations—sometimes with convergence rates which are
nearly twice that of the unaccelerated approximations.

1. Introduction

The purposes of this paper are to present a general framework for the a posteriori estimation and en-
hancement of error in eigenvalue/eigenvector computations for symmetric and elliptic eigenvalue problems,
and to provide detailed analysis of a specific and important example within this framework—finite element
methods with continuous, affine elements. Our approach to error estimation is based on the Frobenius-Schur
factorization of the resolvent of the underlying block-matrix operator. The use of finite elements for elliptic
eigenvalue problems is not new (cf. the eigenvalue section of [5, Part 1] and references therein), and efforts
continue to be made in this area—the following contributions are representative of much of the literature
during roughly the past ten years which is most readily compared to our own [22, 19, 27, 24, 26, 12, 18, 13, 33].
A distinguishing feature of the proposed approach is that it provides provably efficient and reliable error es-
timation under very realistic assumptions, not only for single, simple eigenvalues, but also for clusters which
may contain degenerate eigenvalues. We reduce the study of the eigenvalue/eigenvector error estimators to
the study of associated boundary value problems, and make use of the wealth of knowledge available for such
problems. Our choice of a posteriori error estimator, computed using hierarchical bases, very naturally offers
a means not only for estimating error in eigenvalue/eigenvector computations, but also cheaply accelerating
the convergence of these computations—sometimes with convergence rates which are nearly twice that of
the unaccelerated approximations.

The use of hierarchical bases has a long and productive history in the field of numerical partial differential
equations [8, 3, 1, 4, 28]. In addition to a posteriori error estimation, hierarchical basis plays an important
role in iterative methods for solving the linear systems arising from finite element discretizations. Like their
wavelet counterparts [9, 7, 6], hierarchical bases capture the high frequencies that are the major components of
the error in finite element solutions. These very oscillatory subspaces have a number of interesting properties.
Among the most important for our work here, in terms of computational cost, is the comparability of the
element and global mass matrices to their diagonals—a property which is not enjoyed by the linear finite
element stiffness matrix. This implies that simple preconditioners (e.g., Jacobi, Symmetric Gauss-Seidel) or
no preconditioner, can be used to efficiently and optimally solve such linear systems. If one prefers not to
assemble and solve a global system, other versions of hierarchical a posteriori error estimators require only
the solution of local problems, often on a single element—though we do not pursue those options in the
present work.
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The paper is organized as follows:
Section 2 contains basic definitions and the problem statement, and sets the scene for our analysis, which

appears in Sections 3 and 4. In Section 3 we derive or basic a posteriori error estimates. One unusual feature
of our analysis is that we derive a posteriori estimates for eigenspaces rather than individual eigenvectors.
This is important in cases where one is interested a single eigenvalue with multiplicity greater than one, or
in a cluster of eigenvalues in a given interval. A second important aspect of estimators is that they consist
of solving boundary value problems, rather than eigenvalue problems, on the hierarchical space.

In Section 4 we show how our errors estimates can be combined with computed eigenvalues and eigenspaces
in order to produces higher order approximations of both. This possibility raises again a classical dilemma
related to such procedures. On one hand, one could “accept” the original computed eigenvalues and
eigenspaces, equipped with very precise a posteriori error estimates. On the other hand one could ac-
cept the more accurate enhanced values, but with less complete knowledge of the actual error. The best
choice may well depend on the particular situation. Thus, while we have not resolved this dilemma, we think
the most important point to emphasize here is that our a posteriori error estimates are sufficiently precise
to present such alternatives.

In Section 5 we present some numerical illustrations of our theory, including acceleration of eigenvalues
associated with singular eigenfunctions, and degenerate eigenvalues.

Since much of the analysis is quite detailed and technical, we have not included proofs of some preliminary
results and technical lemmas in the main manuscript, but rather have included them in two appendices, A
and B, for the benefit of interested readers. Appendix A contains the technical results used in the proof of
Theorem 3.2, as well as discussion relevant to the cost of our error estimators. In Appendix B, the derivation
of our abstract framework for error estimation and enhancement is presented in greater generality than in
the main body of the paper—highlighting its broader applicability.

2. Problem statement and basic properties

Let Ω ⊂ R
2 be a bounded polygonal region, possibly with re-entrant corners, and let ∂ΩD ⊂ ∂Ω have pos-

itive (1D) Lebesgue measure. We define the space H = {v ∈ H1(Ω) : v = 0 on ∂ΩD in the sense of trace}.
We are interested in the eigenvalue problem:

Find (λ, ψ) ∈ R ×H so that B(ψ, v) = λ(ψ, v) and ψ 6= 0 for all v ∈ H .(2.1)

Here we have assumed

(2.2) B(w, v) =

∫

Ω

A∇w · ∇v + cwv dx,

and

(2.3) (w, v) =

∫

Ω

wv dx

is the standard L2 inner-product. We will also assume that A ∈ [L∞(Ω)]2×2 is uniformly positive definite
a.e., and that c ∈ L∞(Ω) is non-negative. These assumptions guarantee that there are constants c0, c1 > 0
such that B(v, w) ≤ c1‖v‖1‖w‖1 and |||v|||2 =: B(v, v) ≥ c0‖v‖2

1 for all v, w ∈ H. In other words, the
“energy”-norm ||| · ||| induced by the inner-product B(·, ·) is equivalent to ‖ · ‖1. As a practical matter, we will
further assume that A and c are piecewise-smooth on some polygonal partition of Ω.

Here and elsewhere, we use the following standard notation for norms and seminorms: for k ∈ N and
S ⊂ Ω we denote the standard norms and semi-norms on the Hilbert spaces Hk(S) by

‖v‖2
k,S =

∑

|α|≤k

‖Dαv‖2
S |v|2k,S =

∑

|α|=k

‖Dαv‖2
S ,(2.4)

where ‖ · ‖S denotes the L2 norm on S. When S = Ω, we omit it from the subscript. For other real r we also
use Hr(Ω) to denote the standard interpolation spaces, together with their norms ‖ · ‖r,S (cf. [11]). In most
cases we use the notation ‖ · ‖ (with no subscript) to denote the L2-norm on Ω, and use the aforementioned
subscripts for this norm only when it is useful to clarify the distinction between norms in a specific argument
or claim.
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2.1. Tools from the eigenvalue/eigenvector theory. The variational eigenvalue problem (2.1)–(2.3) is
attained by the positive sequence of eigenvalues

(2.5) 0 < λ1 ≤ λ2 ≤ · · · ≤ λq ≤ · · ·
and the sequence of eigenvectors (ψi)i∈N such that

B(ψi, v) = λi(ψi, v), ∀v ∈ H, and (ψi, ψj) = δij .

Here we have counted the eigenvalues according to their multiplicity and we will also use the notation ψi ⊥ ψj
when (ψi, ψj) = 0 (when i 6= j). Furthermore, the sequence (λi)i∈N has no finite accumulation point; and
due to the Peron-Frobenius theorem we know that, in the case in which Ω is a path-wise connected domain,
the inequality λ1 < λ2 holds and the eigenvector ψ1 can be chosen so that ψ1 is continuous and ψ1 > 0 holds
pointwise in Ω.

For various calculations it will be necessary to have the operator based formulation of the eigenvalue
problem, too. To this end, let us note that according to [20, Theorem VI-2.23, pp. 331] the positive definite
symmetric form B with its domain of definition H defines in L2(Ω) the self-adjoint operator A such that
H = Dom(A1/2)—the domain of definition of the operator A1/2—and

(2.6) B(ψ, φ) = (A1/2ψ,A1/2φ), ψ, φ ∈ H.
The spectrum of the operator A is the set

Spec(A) := {ζ ∈ C : A− ζI is not invertible } = {λi : i ∈ N}
and the resolvent set is defined as ρ(A) = C \ Spec(A).

In the quantitative study of the spectrum the central role is played by the resolvent. The resolvent of A
is the operator valued function ζ 7→ (A− ζI)−1, ζ ∈ ρ(A). For the operator A which is defined by the form
(2.2) we have that, for all ζ ∈ ρ(A), the resolvent takes values in the set of compact operators. That means
that—using the spectral theorem for the compact operators—the set Spec(A) is countable and that there
exists a sequence of orthogonal projections Eλi

, i = 1, 2, · · · such that
∑∞
i=1Eλi

= I and the range spaces
R(Eλi

) and R(Eλj
) are mutually orthogonal for for all i and j such that λi 6= λj . Further we get that

B(ψ, φ) =
∑

λ∈Spec(A)

λ(ψ,Eλφ), ψ, φ ∈ H

and so we obtain an alternative representation of the energy norm

(2.7) |||ψ|||2 =
∑

λ∈Spec(A)

λ(ψ,Eλψ).

2.2. Tools from the finite element approximation theory. We will approximate collections of eigen-
pairs using piecewise linear Lagrange finite elements on a family of conforming shape-regular triangular
meshes, F = {T }. We assume that the edges of the triangles in T align themselves with any disconti-
nuities of A and c. To define the subspaces V , W ⊂ H in which we will approximate eigenfunctions and
eigenfunction errors, we first introduce mesh-related notation:

• V = non-Dirichlet vertices; VD = Dirichlet boundary vertices; V = V ∪ VD
• E = non-Dirichlet edges; ED = Dirichlet boundary edges; E = E ∪ ED
• For z ∈ V, ℓz ∈ C(Ω) is defined by the relations: ℓz|T ∈ P1 for each T ∈ T and ℓz(z

′) = δzz′ for all
z′ ∈ V

• For e ∈ E , be ∈ C(Ω) is defined by be = 4ℓzℓz′ , where z and z′ are the endpoints of e; we note that
be|T ∈ P2 for each T ∈ T

Here and elsewhere, Pk denotes the space of polynomials of total degree k on T . We note that

{ℓz}z∈V , {be}e∈E and {ℓz}z∈V ∪ {be}e∈E

are each linearly independent sets. Two subspaces of interest, V , W ⊂ H, related to the partition T are
defined by

V = {v ∈ H ∩ C(Ω) : v|T ∈ P1} = span{ℓz}z∈V ,(2.8)

W = {w ∈ H ∩ C(Ω) : w|T ∈ P2, w(z) = 0 for z ∈ V̄} = span{be}e∈E .(2.9)
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In what follows we will consider a discrete version of (2.1):

Find (λ̂, ψ̂) ∈ R × V such that B(ψ̂, v) = λ̂(ψ̂, v) for all v ∈ V .(2.10)

We also assume, without further comment, that the solutions are ordered and indexed as in (2.5), with

(ψ̂i, ψ̂j) = δij . In what follows, we will only notationally emphasize the dependence of the finite element
spaces and approximate solutions on the underlying triangulation T when it is necessary for clarification.

The actual problem we wish to address in the present work is the following. Suppose that (a, b) is an
interval containing m eigenvalues of B, counting multiplicities. We will denote the set of eigenvalues by sm =
{µk}mk=1 and the corresponding invariant subspace by Sm = span{φk}mk=1. Our computed approximations

of sm, Sm (via (2.10)) will be denoted by ŝm = {µ̂k}mk=1 and Ŝm = span{φ̂k}mk=1. We are interested in the
following related problems:

(1) Reliably estimate a posteriori how well ŝm and Ŝm approximate sm and Sm.

(2) Use the estimates of eigenvalue and eigenvector error to cheaply enhance the quality of ŝm and Ŝm.

We addressed the first of these issues for the Dirichlet Laplacian in [18], but the present work significantly
generalizes and extends our efforts there. We emphasize that our error estimation and enhancement tech-
niques do not assume that the eigenvalues of interest are simple, and clusters of eigenvalues are treated just
as readily as single eigenvalues.

We point out the shift from the (λk, ψk)-notation, which reflects the global ordering and enumeration
of the eigenpairs, and the (µk, φk)-notation, which reflects the same ordering but a local enumeration of a
cluster of eigenpairs. Let us also mention that some of the results will only hold under the assumption that
we are approximating the lowermost set of eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λm < λm+1. In this case we will

exceptionally use the notation λ̂1 ≤ · · · ≤ λ̂m for the approximations of λ1 ≤ · · · ≤ λm in V .

Remark 2.1. Although λ1 is simple, i.e. λ1 < λ2 holds, for the class of problems we consider numerically
in the present work, much of the theory carries over to problems where Ω is not pathwise connected, or the
boundary conditions are periodic (as examples). In these cases the Peron-Frobenius theorem does not apply,
and it is quite possible that the smallest eigenvalue is degenerate.

2.3. Approximation defects. Let the subspaces V , W ⊂ H be given and let ŝm and Ŝm be the approxi-
mations which are computed from V . We define the approximation defects in ŝm, Ŝm as:

η2
i (Ŝm) = max

S⊂Ŝm

dimS=m−i+1

min
f∈S
f 6=0

|||u(f) − û(f)|||2
|||u(f)|||2 ,(2.11)

where u(f) and û(f) satisfy:

B(u(f), v) = (f, v) for every v ∈ H(2.12)

B(û(f), v) = (f, v) for every v ∈ V .(2.13)

We will argue below that such approximation defects are very useful for estimating the error in ŝm as an
approximation of sm (and Ŝm as an approximation of Sm), and can be used naturally to accelerate the
convergence of the computed approximations—our two stated objectives.

Of course, u(f), and hence ηi, cannot be computed, so we must efficiently and reliably estimate these
quantities. However, this formulation has reduced the problem to estimating error (and functions) for
associated boundary value problems, and we take advantage of that well-developed theory. Our computable
estimates of the approximation defects are

η̃2
i (Ŝm) = max

S⊂Ŝm

dimS=m−i+1

min
f∈S
f 6=0

|||ε(f)|||2
|||ε(f)|||2 + |||û(f)|||2 ,(2.14)

where the approximate error function ε(f) ∈W is the solution of

B(ε(f), v) = (f, v) −B(û(f), v) for every v ∈ V .(2.15)

Recognizing that the right-hand side in (2.15) is B(u(f) − û(f), v), it is clear that ε(f) is the projection of
u(f)− û(f) into W in the energy inner-product B(·, ·). In Section 3 we will discuss in detail matters relevant
to these estimates, such as: a practical means for solving the max-min problems (2.14), the effectivity of η̃i
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as an estimator of ηi, and computational cost. The more technical aspects of the effectivity proofs are given
in Appendix A.

Let us now justify the term approximation defects. We do so by stating some of the key results of our
prior work [18], in order to indicate the sorts of results we will prove here in a more general setting. The

approximation defects are related to the eigenvalue error in the following way. Assume that Ŝm is the span
of first m ∈ N eigenvectors of (2.10) then we have the following efficiency and reliability result.

Theorem 2.2. Let B(·, ·) be the standard Dirichlet form which generates the Dirichlet Laplace operator and

let λm < λm+1. If Ŝm = span{ψ̂1, · · · , ψ̂m} is such that ηm(Ŝm)

1−ηm(Ŝm)
< λm+1−λ̂m

λm+1+λ̂m

then

(2.16)
λ̂1

2λ̂m

m
∑

i=1

η2
i (Ŝm) ≤

m
∑

i=1

λ̂i − λi

λ̂i
≤ Cm

m
∑

i=1

η2
i (Ŝm).

The constant Cm depends solely on the shape regularity of T and the relative distance to the unwanted

component of the spectrum (e.g. λm−λm+1

λm+λm+1
).

The constant Cm is given by an explicit formula which is a reasonable practical overestimate, see [18] for
details. A similar results holds for the eigenvectors. We point the interested reader to [18, Theorem 4.1 and
equation (3.10)].

Remark 2.3. This result also holds for more general domains and boundary conditions, which allow λ1 to

be degenerate. In this case, if λ1 = λm, then the constant λ̂1/2λ̂m in (2.16) can be replaced by 1.

An important feature of these estimates is that they are asymptotically exact, both as eigenvector as well
as eigenvalue estimators.

Theorem 2.4. Let B(·, ·) be the standard Dirichlet form which generates the Dirichlet Laplace operator and

let λq−1 < λq = λq+m−1 < λq+m. Let Ŝm = Ŝm(T ) = span(φ̂k) ⊂ V = V (T ) be the computed approximation
of the invariant subspace corresponding to λq. Then, taking the pairing of eigenvectors φi and Ritz vectors

φ̂i as in [18], we have

lim
hT →0

∑m
i=1

|µ̂i−λq|
µ̂i

∑m
i=1 η

2
i (Ŝm)

= 1 , lim
hT →0

∑m
i=1

‖∇φ̂i−∇φi‖
2

‖∇φi‖2

∑m
i=1 η

2
i (Ŝm)

= 1 ,(2.17)

where hT is the diameter of the largest triangle in T . Furthermore, if Ŝm is such that ηm(Ŝm)

1−ηm(Ŝm)
< γq :=

min
{

λq+m−µ̂m

λq+m+µ̂m
,
µ̂1−λq−1

µ̂1+λq−1

}

holds, then

1 ≤
∑m
i=1

|µ̂i−λq|
µ̂i

∑m
i=1 η̃

2
i (Ŝm)

≤ C1 , 1 ≤
∑m
i=1

‖∇φ̂i−∇φi‖
2

‖∇φi‖2

∑m
i=1 η̃

2
i (Ŝm)

≤ C2 ,(2.18)

for constants C1, C2 <∞ depending only on the shape regularity of T .

Furthermore, the experiments which were performed in [18] indicate that results like (2.17) may also hold

for practically relevant estimator η̃i(Ŝm). In particular, it is not unreasonable to expect to see

lim
hT →0

∑m
i=1

|µ̂i−λq|
µ̂i

∑m
i=1 η̃

2
i (Ŝm)

= 1 , lim
hT →0

∑m
i=1

‖∇φ̂i−∇φi‖
2

‖∇φi‖2

∑m
i=1 η̃

2
i (Ŝm)

= 1(2.19)

in practice. This optimal behavior can be partially explained using results from [28] for boundary value
problems, in which it is shown, under certain assumptions on the regularity of the solution and the meshes,
that |||ε|||/|||u− û||| → 1 as hT → 0. It is a nice feature, though not well-understood, that this behavior is also
often seen in situations where the solution does not enjoy this regularity. Let us note that even the obtained
inequalities (2.18) are particularly good news for adaptive algorithms. The aim of the following section is
to prove such a result for general divergence type self-adjoint and elliptic form B(·, ·). We will present a
general framework for such analysis in Appendix B. This framework will be applied to analyze a practically
relevant result in Sections 3 and 4.
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3. Estimating the approximation defects

We recall the expressions for the approximation defects in ŝm, Ŝm and our estimates of them:

η2
k(Ŝm) = max

S⊂Sm

dimS=m−k+1

min
f∈S
f 6=0

|||u(f) − û(f)|||2
|||u(f)|||2 ,(3.1)

η̃2
k(Ŝm) = max

S⊂Sm

dimS=m−k+1

min
f∈S
f 6=0

|||ε(f)|||2
|||ε(f)|||2 + |||û(f)|||2 ,(3.2)

where u(f), û(f) and ε(f) satisfy

B(u(f), v) = (f, v) for every v ∈ H(3.3)

B(û(f), v) = (f, v) for every v ∈ V(3.4)

B(ε(f), v) = (f, v) −B(û(f), v) for every v ∈W .(3.5)

3.1. The Computation of η̃k. The spaces Ŝm are given in terms of a Ritz basis {φ̂j}mj=1: B(φ̂j , v) =

µ̂j(φ̂j , v) for all v ∈ V , and (φ̂i, φ̂j) = δij . We define ûj = û(φ̂j) = (µ̂j)
−1 φ̂j and εj = ε(φ̂j). By the

Courant-Fischer Theorem, we see that solving the max-min problem (3.2) is equivalent to solving the small
(m×m) generalized eigenvalue problem

Ex = η̃2Gx for Eij = B(εj , εi) and G = E + diag((µ̂j)
−1) .(3.6)

The cost of solving (3.6) is small relative to that of solving

B(εk, w) = (φ̂k, w) − (µ̂k)
−1B(φ̂k, w) for all w ∈W(3.7)

for each k, and we argue next that the cost of computing εk is small in comparison to that of computing φ̂k.
In [28, 1], for example, it is argued that the matrix associated with computing ε is spectrally equivalent

to its diagonal independent of the mesh scaling for shape-regular families of meshes. Because of this the
computation of ε will require few iterations of a Krylov solver (CG, GMRES) to sufficiently converge—either
with no preconditioning at all, or with (symmetric) diagonal preconditioning. In other words, although we
do solve a (global) system which is larger than that for computing û, it is actually cheaper to compute ε
than û. In order to make this paper more self-contained, we have included a brief explanation of this fact in
Appendix A.

3.2. Effectivity of Approximation Defect Estimates. The first step in analyzing the effectivity of η̃k
as an estimate of ηk is to determine the effectivity of |||ε(f)||| as an estimate of |||u(f)− û(f)||| for the types of
data f we will encounter. Because f is allowed to vary, an ideal estimate would be one in which the relevant
constants do not depend on f . Such estimates are provided by the following analysis, which we discuss here
briefly, and elaborate upon the more technical details in Appendix A. In the exposition below, we suppress
the notation indicating the dependence on f .

For any v ∈ H, v̂ ∈ V and w ∈W , we have

B(u− û, v) = B(ε, w) +B(u− û, v − v̂ − w)

= B(ε, w) +
∑

z∈V̄

B(u− û, vℓz − vz − wz)

= B(ε, w) +
∑

z∈V̄

∫

ωz

R(vℓz − vz − wz) dV

+
∑

e∈E

∫

e

r(v − v̂ − w) dS ,

where vz ∈ V , wz ∈W , supp(vz), supp(wz) ⊂ supp(ℓz)
.
= ωz, v̂ =

∑

z∈V̄ vz and w =
∑

z∈V̄ wz. The standard
element and edge residuals, R and r are piecewise-defined on triangles T and edges e, respectively by

R|T = f − cû+ ∇ ·A∇û ,(3.8)

r|e = −(A∇û · nT )|T − (A∇û · nT ′)|T ′ ,(3.9)
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where r is taken to be 0 for e /∈ E , T and T ′ are the two triangles adjacent to e ∈ E , and nT and nT ′ are
their outward unit normals (so nT = −nT ′ on e).

In Appendix A, we will select v̂ and w in such a way as to prove

Lemma 3.1. There are scale-invariant constants K1 = K1(T , B) and K2 = K2(T ) such that

B(u− û, v) ≤ K1|||ε||||||v||| +K2 osc(R, r)|v|1 ,
[osc(R, r)]2 =

∑

z∈V̄

d2
z inf
Rz∈R

‖R−Rz‖2
0,ωz

+
∑

e∈E

|e| inf
re∈R

‖r − re‖2
0,e ,

where dz is the diameter of ωz.

From this lemma it is readily deduced that

Theorem 3.2. There are scale-invariant constants K1 = K1(T , B) and C2 = C2(T , B) such that

|||ε||| ≤ |||u− û||| ≤ K1|||ε||| + C2 osc(R, r) .

Remark 3.3. We will see in Appendix A that this result is unaffected by the presence of a convection term
b · ∇u in B, or non-trivial Neumann conditions A∇u ·n = g on ∂ΩN = ∂Ω \ ∂ΩD. All that need be changed
is to replace ||| · ||| with ‖ · ‖1 in both Lemma 3.1 and Theorem 3.2. Although this level of generality is not
needed for the eigenvalue problems under consideration, the proofs for either case are the same, so we opt
to analyze the more general boundary value problems in Appendix A.

Remark 3.4. The oscillation term is computable, or at least conveniently estimable, if desired. In particular,
if A is piecewise-constant on the triangulation, then the ∇ · A∇û-term vanishes from R, and there is no
edge contribution to osc. In this case we obtain infRz∈R ‖R − Rz‖0,ωz

≤ Czdz‖f‖1,ωz
, provided c is not

discontinuous on ωz, because our data f are H1-functions. More generally, we expect osc to be much smaller
than |||ε|||, at least as the mesh is adaptively refined, so we will use |||ε||| ≈ |||u−û||| in practice. All constants can
also be estimated, or at least bounded, purely in terms of local Poincaré constants and and the equivalence
bounds on the norms m‖v‖1 ≤ |||v||| ≤M‖v‖1.

Remark 3.5. The result above is a generalization of that in [18], which was argued only for the Laplacian.
These results avoid the saturation assumption commonly associated with hierarchical error estimates, instead
replacing it, in a sense, with something which can be directly assessed. That argument was itself an effort to
apply observations of Dörfler and Nochetto [10] in the eigenvalue context. Similar results, though different
in both proof or assumptions, were previously obtained in [4].

Using Theorem 3.2, we deduce that

Theorem 3.6. There are scale-invariant constants K1 = K1(T , B) and C2 = C2(T , B), such that

1 ≤ ηk
η̃k

≤ K1 + C2 max
f∈Sm

‖f‖0=1

osc(R, r)

|||ε||| .(3.10)

Proof. From the definitions of û, ε, we have |||u|||2 = |||u− û|||2 + |||û|||2 and |||u|||2 = |||u− û− ε|||2 + |||û|||2 + |||ε|||2,
so

|||u− û|||2
|||u|||2 = 1 − |||û|||2

|||u|||2 ≥ 1 − |||û|||2
|||û|||2 + |||ε|||2 =

|||ε|||2
|||û|||2 + |||ε|||2 .

The left-hand inequality in (3.10) follows directly from this estimate. By Theorem 3.2,

|||u− û|||
|||u||| ≤ K1

|||ε|||
|||u||| + C2

osc(R, r)

|||u||| ,

and the upper bound is only increased by replacing |||u||| with
√

|||û|||2 + |||ε|||2 in the denominators. From this
estimate, the right-hand inequality in (3.10) is clear. Q.E.D.

Remark 3.7. Suppose that A is a piecewise constant matrix and c = 0. The computed eigenvalues ŝm are
contained in an interval [σ̃0, σ̃1]. If we have a family of meshes indexed by the (longest edge) mesh parameter

h, then |||ε||| ∼ h, and osc(R, r) ≤ C
√
σ̃1 h

2 for f ∈ Ŝm with ‖f‖0 = 1, where C is scale-invariant, and
depends only on the bilinear form B and quasi-uniformity parameters. In this case we could, a priori, choose
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a quasi-uniform mesh based on the portion of the spectrum we wish to compute, for which we can guarantee
that the term in (3.10) involving oscillation can be safely ignored for all refinements of this mesh.

3.3. Eigenvalue/vector estimates for general divergence type operators. We now present reliability
and efficiency results for general self-adjoint divergence-type operators. The following two theorems extend
the results of [18], which were summarized here as Theorems 2.2 and 2.4.

Theorem 3.8. Let B(·, ·) be the divergence type sesquilinear form with a self-adjoint boundary condition.

Further, let λm < λm+1, and take Ŝm as defined in Theorem 2.2. If Ŝm is such that ηm(Ŝm)

1−ηm(Ŝm)
< λm+1−λ̂m

λm+1+λ̂m

then

λ̂1

2λ̂m

m
∑

i=1

η̃2
i (Ŝm) ≤

m
∑

i=1

λ̂i − λi

λ̂i
≤ Cm,B,T

m
∑

i=1

η̃2
i (Ŝm).

The constant Cm,B,T depends solely on the shape regularity of T , the form B and the relative distance to the

unwanted component of the spectrum (e.g. λm). If λ1 = λm then we can drop the constant λ̂1/(2λ̂m) from
the lower estimate.

Proof. The proof of the statement is a direct combination of the new results from Section 3 and the eigenvalue
estimates from [18]. Q.E.D.

Remark 3.9. A practical overestimate of Cm,T ,B could be obtained, if desired, through a careful reading of
Appendix A.

This theorem is a reliability and efficiency results which combines the results of Theorem 3.6 and the
main result from [17]. An important further feature of these estimates is that they are asymptotically exact,
both as eigenvector as well as as eigenvalue estimators.

Theorem 3.10. Let B(·, ·) be the the divergence type sesquilinear form with a self-adjoint boundary condition

and let λq−1 < λq = λq+m−1 < λq+m. Let Ŝm = Ŝm(T ) = span(φ̂k) ⊂ V = V (T ) be the computed
approximation of the invariant subspace corresponding to λq. Then, taking the pairing of eigenvectors φi and

Ritz vectors φ̂i as in [18], we have

lim
hT →0

∑m
i=1

|µ̂i−λq|
µ̂i

∑m
i=1 η

2
i (Ŝm)

= 1 , lim
hT →0

∑m
i=1

|||φ̂i−φi|||
2

|||φi|||2
∑m
i=1 η

2
i (Ŝm)

= 1 ,(3.11)

where hT is the diameter of the largest triangle in T . Furthermore, if Ŝm is such that ηm(Ŝm)

1−ηm(Ŝm)
< γq :=

min
{

λq+m−µ̂m

λq+m+µ̂m
,
µ̂1−λq−1

µ̂1+λq−1

}

holds, then

1 ≤
∑m
i=1

|µ̂i−λq|
µ̂i

∑m
i=1 η̃

2
i (Ŝm)

≤ K1 , 1 ≤
∑m
i=1

|||φ̂i−φi|||
2

|||φi|||2
∑m
i=1 η̃

2
i (Ŝm)

≤ K2 ,(3.12)

for constants K1,K2 <∞ depending only on the shape regularity of T and the coefficients of B.

4. Enhancing the Ritz value/vector convergence using the approximation defects

In this section, we consider some practical procedures for accelerating the convergence of computed Ritz
values ŝm = {µ̂k} to the eigenvalues sm = {µk} they approximate. A heuristic motivation for the approaches
we consider is given by the approximations

m
∑

k=1

µ̂k − µk
µ̂k

≈
m
∑

k=1

η2(Ŝm) ≈
m
∑

k=1

η̃2(Ŝm) .(4.1)

Since we generally expect these three quantities to be asymptotically equivalent, this suggests that choosing
“enhanced Ritz values”, {µ̂∗

k}, which solve the equation
m
∑

k=1

µ̂k − µ̂∗
k

µ̂k
=

m
∑

k=1

η̃2(Ŝm) .(4.2)
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may lead to faster convergence. Obviously there are many ways to satisfy (4.2), and an optimal choice
of enhanced Ritz values in a general setting (i.e. a cluster of eigenvalues which may contain degenerate
members) is not trivial to determine. Ideally, the enhanced Ritz values would converge to their appropriate
eigenvalues more rapidly than their non-enhanced counterparts both individually and collectively—in other
words, not just in terms of the trace error. We give an answer of how ideal enhanced Ritz values would look

in Appendix B using the Formula (B.10), and we denote them there by {µ̂#
k } to notationally distinguish

them from the practical enhanced Ritz values {µ̂∗
k} we employ in this work.

Returning to (4.2), we use its most obvious solution to define our enhanced Ritz values, namely

µ̂∗
k = (1 − η̃2

k(Ŝm)) µ̂k .(4.3)

When Sm = {λq}, it makes sense to define a single enhanced Ritz value from ŝm and {η̃(Ŝm)2}, and we do
so via

µ̂∗ =

∑m
k=1(1 − η̃2

k(Ŝm))
∑m
k=1 1/µ̂k

.(4.4)

In the case of a single, simple eigenvalue (m = 1), the definitions (4.3) and (4.4) clearly coincide. Both of
these versions are used in the experiments.

We now give the main theorem of this section. It will be a superconvergence estimate which combines an
a posteriori part, in which approximation defects feature, and an a priori part which we use to assert that
the part of the Ritz value residual which we cannot compute is of higher order, and can be safely ignored in
the asymptotic regime. First we need a regularity result associated with the domain Ω. Let r be the largest
number 0 < r ≤ 1 such that, for any f ∈ Hr−1(Ω),

(ω, v)1 = (f, v), ∀v ∈ H1(Ω) =⇒ ‖ω‖1+r ≤ C‖f‖r−1 ≤ C‖f‖ .

It is clear that r = 1 for convex domains, and it is well-understood how r shrinks as the measure of any
interior angles of Ω increase beyond π (cf. [14, 15]).

We now present a result about the superconvergence of enhanced Ritz values to generic, degenerate
eigenvalues.

Theorem 4.1. Let Ŝm be the subspace from which we approximate the single eigenvalue of λq of multiplicity
m and let the enhanced Ritz values be as in (4.3). Then

(4.5)

m
∑

i=1

µ̂∗
i − λq
λq

≤ Cm,BCrh
2r
T

m
∑

i=1

η̃2
i (Ŝm) .

Proof. We now use the results of Appendix B. Let PV : H → V be the L2 orthogonal projection onto the
space of piecewise linear continuous functions on T , V = V (T ). We define the operator WV so that

(ψ,WV φ) = B(ψ, φ), ψ, φ ⊥ Ran(PV ) ∩H

holds. Obviously, we can conclude

lim
hT →0

‖W−1/2
V ‖ = 0 .(4.6)

Let us now apply the trace operator onto the identity (B.8). We obtain

(4.7)

m
∑

i=1

µ̂i − λq
µ̂i

=

m
∑

i=1

η2
i (Ŝm) + F (η2

1(Ŝm), . . . , η2
m(Ŝm)),

where F (·) is the real-valued function defined by applying the trace operator on the second term on the right
hand side of (B.8). For the function F (·) we have the estimate

|F (η2
1(Ŝm), . . . , η2

m(Ŝm))| ≤ RelGap(λq, Ŝm)‖W−1/2
V ‖2

m
∑

i=1

η2
i (Ŝm).
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If we now add and subtract
µ̂∗

i

µ̂i
, i = 1, . . . ,m on the left hand side of the equality and note the identity (4.1),

we obtain
m
∑

i=1

|µ̂∗
i − λq|
µ̂i

≤ RelGap(λq, Ŝm)‖W−1/2
V ‖2

m
∑

i=1

η2
i (Ŝm).

An application of Theorem 3.2 yields that there is a constant C(T , B) which solely depends on the shape
regularity of T and the coefficients of B such that

(4.8)

m
∑

i=1

|µ̂∗
i − λq|
µ̂i

≤ C(T , B) RelGap(λq, Ŝm)‖W−1/2
V ‖2

m
∑

i=1

η̃2
i (Ŝm).

To prove superconvergence of µ̂∗
i it remains to establish an a priori estimate for the asymptotic behavior of

(4.9) ‖W−1/2
V ‖2 = sup

u∈H

‖u− PV u‖2

|||u− PV u|||2

as hT → 0. Let SV : H → V be the H1 orthogonal projection from H onto V . For u ∈ H it holds that

‖u− PV u‖ ≤ ‖u− SV u‖ ≤ Crh
r
T ‖u− SV u‖1(4.10)

≤ Crh
r
T ‖u− PV u‖1 ≤ Cr(c0)

−1/2hrT |||u− PV u||| .(4.11)

The second inequality in (4.10) uses a standard duality argument (Aubin-Nitsche), where f = u − SV u ∈
H ⊂ L2(Ω) ⊂ Hr−1 is used as data for the dual BVP in order to gain the fractional power of hT . We recall
here that c0 is the coercivity constant introduced in Section 2. To define the constant Cm,B we switched µ̂i
in the denominator of (4.8) for λq. Q.E.D.

Let us emphasize that the error equation (4.7) contains the measure of the eigenvalue sensitivity —
the eigenvalue gap — in the asymptotically higher order term. Subsequently, in the asymptotic regime the
estimates are cluster robust, e.g. the asymptotic results are not spoiled by the possibly clustered eigenvalues.

Corollary 4.2. Let λq−1 < λq ≤ · · · ≤ λq+m−1 < λq+m and let Ŝm = Ŝm(T ) = span(φ̂k) ⊂ V = V (T )
be the computed approximation of the invariant subspace corresponding to the eigenvalues {λq, · · · , λq+m−1}
from the given mesh T and let the enhanced Ritz value be as in (4.3). Then

lim
hT →0

∑m
i=1

|µ̂∗

i −λq+i−1|
λq+i−1

∑m
i=1

|µ̂i−λq+i−1|
λq+i−1

= 0.

Remark 4.3. The claim (4.5) follows from the analysis of ‖W−1/2
V ‖ as given in (4.9). One can say that (4.9)

depends on the regularity property of all eigenvectors. Estimate (4.5) could seriously be improved if we

were to obtain more detailed estimates of the quantity ‖W−1/2
V

∣

∣

∣

Ran(Γ)
‖2 from Theorem B.1. This quantity

depends only on the regularity property of the target eigenvectors and could be much smaller than the global
quantity (4.9).

Remark 4.4. The condition necessary for the conclusion (4.6) to hold is the non-degeneracy assumption
[12, Assumption 6.1]. Namely, we require that there is no open set U ⊂ Ω such that the restriction of

an eigenfunction ψi

∣

∣

∣

U
∈ Pl(U) for some l ∈ N. Here Pl is the space of polynomials of degree l. This

assumption is satisfied by the operators which are defined by a form B for which the matrix-valued function
A is continuous and piecewise-P1 and the potential c is piecewise constant. We can prove the theorem in

more general setting by using the fact that we can substitute ‖W−1/2
V

∣

∣

∣

Ran(Γ)
‖2 for ‖W−1/2

V ‖2. The quantity

‖W−1/2
V

∣

∣

∣

Ran(Γ)
‖2 is local and has robust asymptotic properties, see Appendix B.
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4.1. Eigenvector enhancement. We now turn to the eigenvector enhancement. The results are somewhat
weaker than in the eigenvalue case. For this discussion we assume that we have a cluster of eigenvalues on
the lower end of the spectrum so that λ1 ≤ λ2 ≤ · · · ≤ λm < λm+1 holds. We further assume that λi,

i = 1, . . . ,m are approximated by λ̂1 ≤ λ̂2 ≤ · · · ≤ λ̂m for which the usual Cauchy inequality holds, e.g

λi ≤ λ̂i, i = 1, . . . ,m.

Associated to λ̂i, i = 1, . . . ,m are the Ritz vectors ψ̂i, i = 1, . . . ,m. We also use the notation

ρ(φ) =
B(φ, φ)

(φ, φ)
, φ ∈ H

for the standard Rayleigh functional. Given the vector φ ∈ H and the eigenvector Aψi = λiψi the following
equality due to Strang holds

||| φ− ψi |||2
||| ψi |||2

= ‖φ− ψi‖2 +
ρ(φ) − λi

λi

which together with the inequality1

(4.12) ‖ψi − ψ̂i‖ ≤ max
λ∈Spec(A)\{λi}

√

2λλ̂i

|λ− λ̂i|
ηm(Ŝm)

√

1 − ηm(Ŝm)

enables us to reduce the eigenvector problem to the eigenvalue problem.

Furthermore, let εi = ε(ψ̂i), i = 1, . . . ,m be the associated hierarchical residual approximations. We

choose the enhanced Ritz vectors ψ̂∗
i , i = 1, . . . ,m as the Ritz vectors associated to the lowermost Ritz

values of the form B(·, ·) from the subspace

span{ψ̂1, . . . , ψ̂m, ε1, . . . , εm}.

Using the standard interlacing results we conclude that the inequalities

λi ≤ ρ(ψ̂∗
i ) ≤ λ̂i, i = 1, . . . ,m

hold. If one of the equalities holds, then it must be that λi = ρ(ψ̂∗
i ) = λ̂i, and ψ̂i = ψ̂∗

i = ψi is an eigenvector
of A. Furthermore, (4.12) together with Theorem 3.8 implies

m
∑

i=1

‖ψi − ψ̂∗
i ‖2 ≤ Cvec

m
∑

i=1

ρ(ψ̂∗
i ) − λi
λi

,

where constant Cvec depends on the spectral gap—as introduced in (4.12)—and the joint multiplicity m.
We can now combine this with Strang’s identity to obtain

m
∑

i=1

||| ψ̂∗
i − ψi |||2
||| ψi |||2

≤ Cvec

m
∑

i=1

ρ(ψ̂∗
i ) − λi
λi

≤ Cvec

[3

2

m
∑

i=1

ρ(ψ̂∗
i ) − λ̂∗i

λ̂i
+

m
∑

i=1

λ̂∗i − λi
λi

.
]

where constant Cvec is suitably modified but depends again on the spectral gap and the joint multiplicity
m. The constant 3

2 comes from the equivalence result (B.20). To be able to appreciate the significance of

this estimate, note that
∑m
i=1

ρ(ψ̂∗

i )−λ̂∗

i

λ̂i

is a fully a posteriori estimate which can be monitored, whereas we

know that
∑m
i=1

λ̂∗

i −λi

λi
super-converges to zero at a higher rate than—when compared to

∑m
i=1

λ̂i−λi

λi
.

1Let us note that the inequality (4.12) holds with potentially much sharper residual estimate ηm(Ŝm). Namely, if we assume

that λi has the multiplicity mi and that Ŝmi
are those Ritz vectors from Ŝm which approximate the λi of multiplicity mi, then

we can substitute ηmi
(Ŝmi

) for ηm(Ŝm) in inequality (4.12).

11



5. Experiments

For the numerical examples given below we have used PLTMG [2] and we have solved the partial eigen-

value problem with ARPACK [23] to compute the approximations, ŝm, Ŝm, of sm, Sm, and for purposes
of error estimation, adaptive refinement, accelerating eigenvalue convergence. Because adaptive refinement
is done only in the case of single, simple eigenvalue computations below, the adaptive refinement is driven

by local norms of the approximate error function ε(ψ̂) for the computed eigenpair (µ̂, ψ̂). The refinement
strategy for clusters of eigenpairs, as described in [18], is not used here. For this section, we use the notation

(λ, φ), (λ̂, φ̂) and (λ̂∗, φ̂∗) for generic eigenpairs and their approximations, instead of the (µ, ψ) notation
used in earlier sections to denote eigenpairs at some arbitrary point in the spectrum. In each case, we make
explicit which eigenpairs we are considering.

In several cases, both tables and convergence graphs describing the same data are given. Whereas the
tables provide more detailed information, the convergence graphs more clearly convey general behavior. As
a shorthand for the standard scientific notation y = x× 10m, we use y = xm in the tables. Letting λ denote

the eigenvalue of interest, λ̂ its approximation computed in V , and λ̂∗ the enhanced (or accelerated) approx-

imation, we report the relative errors E = |λ− λ̂|/λ and E∗ = |λ− λ̂∗|/λ both graphically and numerically,
generally for both uniform and adaptive refinement. In the numerical tables, we also give the reduction
factor for E and E∗ between successive meshes. Because both the uniform and adaptive refinement schemes
increase the number of unknowns by roughly a factor of four, an error reduction factor of 4 corresponds to
roughly quadratic convergence, a reduction factor of 8 to roughly cubic convergence, and a reduction factor of
16 to roughly quartic convergence. The numerical results given below can be summarized briefly as follows:
accelerated/enhanced eigenvalues are noticeably better than their unaccelerated/unenhanced counterpart,
whether or not adaptive refinement is used; in cases where adaptivity is not needed (“smooth” eigenfunc-
tions), the best option is to use acceleration on uniformly refined meshes, because the additional structure
of the mesh yields better superconvergence properties; for more singular eigenfunctions, adaptivity truly is
needed to get the best behavior out of the accelerated eigenvalues.

5.1. Simple and Degenerate Eigenvalues on the Unit Square. The eigenvalues and vectors of the
Dirichlet Laplacian on the unit square Ω = (0, 1) × (0, 1),

−∆φ = λφ , φ ∈ H1
0 (Ω) , ‖φ‖L2(Ω) = 1 ,

are well-known,

λmn = (m2 + n2)π2 , φmn = 2 sinmπx sinnπy , m, n ∈ N .

With this problem, we demonstrate the exceptional performance of the acceleration procedure outlined in
Section 4, for both simple and degenerate eigenvalues. Convergence histories are given for the first eigenvalue
λ = λ11 = 2π2, and the degenerate eigenvalue λ = λ12 = λ21 = 5π2 in Figure 1 and Table 1. In order to

obtain a single a single, accelerated eigenvalue λ̂∗ ≈ λ = 5π2 from the two computed approximations µ1, µ2

we use (4.4). Based on the form of λ̂∗, we use the harmonic mean of µ1, µ2 to obtain a single, unaccelerated
eigenvalue—although the arithmetic, harmonic and geometric means are nearly identical in this case, and
all would yield the same results.

We see from these convergence histories that unaccelerated eigenvalues on uniform meshes perform the
worst—i.e. they converge quadratically, as the standard theory predicts. Although adaptive refinement
is marginally better for the unaccelerated eigenvalues, it too exhibits quadratic convergence. When the
eigenvalues are accelerated, however, the convergence rates improve dramatically, with uniform refinement
winning out over adaptivity in the case that adaptivity is used, and optimal convergence rates generally
between cubic and quartic!

5.2. The Dirichlet Laplacian on the L-Shaped Domain. The much-studied L-shaped domain provides
an example for which some of the eigenfunctions have singular behavior near the re-entrant corner, and
therefore provide a good test of our adaptivity and eigenvalue acceleration approaches. The problem is

−∆φ = λφ , φ ∈ H1
0 (Ω) , ‖φ‖L2(Ω) = 1 ,(5.1)

where Ω is the union of three unit squares, pictured in Figure 3 with the contours of six of the eigenfunctions
associated with the eigenvalues given below—the eigenfunction φ3 = (2/

√
3) sinπx sinπy associated with

12



Figure 1. Convergence histories for approximations of the smallest eigenvalue and the
smallest degenerate eigenvalue for the Square domain. domain (left to right). These are

log-log plots of the relative errors |λ̂ − λ|/λ (dotted lines) and |λ̂∗ − λ|/λ (dashed lines).
Lines marked with “◦” are based on uniform refinement. The solid line corresponds to
N−1—quadratic convergence.

Table 1. Data for the square problem for the smallest two eigenvalues, from top to bottom.
For λ1, the left half of the table corresponds to uniform refinement, and the right half to
adaptive refinement. For λ2, only uniform refinement is done.

λ1

N RE red. RE∗ red. N RE red. RE∗ red.
49 2.62−2 1.05−3 49 2.62−2 1.05−3

225 6.89−3 3.80 1.11−4 9.42 296 5.76−3 4.55 2.08−4 5.04
961 1.75−3 3.94 2.20−5 5.06 1304 1.16−3 4.97 2.67−5 7.79

3969 4.39−4 3.98 1.79−6 12.2 5406 2.80−4 4.14 4.07−6 6.55
16129 1.10−4 4.00 2.13−7 8.43 22039 6.85−5 4.09 8.36−7 4.87
65025 2.75−5 4.00 1.47−8 14.5 88957 1.70−5 4.02 1.72−7 4.87

λ2

N RE red. RE∗ red.
49 8.61−2 3.36−3

225 2.13−2 4.04 3.16−4 10.6
961 5.30−3 4.01 4.05−5 7.79

3969 1.33−3 4.00 3.77−6 10.7
16129 3.31−4 4.00 3.44−7 11.0
65025 8.28−5 4.00 3.74−8 9.20

λ3 = 2π2 is not pictured. In [31] several of the eigenvalues in the lower portion of the spectrum are given,
accurate to eight digits (up to rounding), and we list them here

i λi i λi
1 9.6397238 5 31.912636
2 15.197252 6 41.474510
3 19.739209 20 101.60529
4 29.521481

Convergence histories for the smallest six eigenvalues are given graphically in Figure 4 and numerically
in Table 2. Instead of describing the convergence histories for the smallest six eigenvalues in the level of
detail provided for the square problem, we provide a few key observations. In cases where the eigenfunctions
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Figure 2. Adaptively refined meshes for the first (left) and sixth (right) eigenvalues for
the L-shaped; both having roughly 4400 degrees of freedom.

have higher regularity, λk for k = 2, 3, 4, acceleration on both uniform and adaptive meshes yield better-
than-quadratic convergence rates, with uniform refinement being best of all (between cubic and quartic).
In cases where the eigenfunctions have lower regularity, λk for k = 1, 5, 6, it is clear that adaptivity is
truly needed to achieve at least quadratic convergence. In these cases, acceleration (with adaptivity) is
the only version which yields better-than-quadratic convergence rates, though adaptivity alone recovers the
quadratic convergence rate. Since the exact eigenvalues are only given to eight digits—except in the case of
λ3 = 2π2—reported relative errors below 10−8 for λ2 and λ4 should be viewed accordingly. This explains
the odd behavior below this threshold in the convergence graphs for accelerated eigenvalues under uniform

refinement for these eigenvalues. Finally, for λ20, which is clearly singular, the relative errors for λ̂20 and λ̂∗20,
on an adaptively refined mesh having 72634 degrees of freedom, are 3.27×10−4 and 6.33×10−6, respectively.

5.3. A Schrödinger-Type Operator with Discontinuous Potential. We shall now consider the eigen-
value problem for the following Schrödinger-type operator, AV w := −∆w + cw,

AV φ = λφ , φ ∈ H1(R2) , ‖φ‖L2(R2) = 1 .(5.2)

For properties of such operators and further motivation see [21, 25]. In our example, we have chosen

c(x, y) =

{

10 + y2 |x| > 2

1 + y2 |x| ≤ 2
.

Traditionally, the potential c is denoted by V ; but to keep our notation consistent, we have opted for c. Using
separation-of-variables, it is determined that the eigenfunctions of AV are C1(R2) and decay exponentially
away from the origin, and its discrete eigenvalues are Σ = [Σ0 ⊕ (2N− 1)]∩ (1, 10), where Σ0 consists of the
four numbers in (1, 10) which satisfy

√
α− 1 tan(2

√
α− 1) =

√
10 − α OR

√
α− 1 cot(2

√
α− 1) = −

√
10 − α

All 12 of these eigenvalues, accurate to 8 digits, are given below.

i λi i λi
1 2.4520888 7 7.7939697
2 3.7939697 8 7.9717026
3 4.4520888 9 8.4520888
4 5.7939697 10 8.8276737
5 5.9717026 11 9.7939697
6 6.4520888 12 9.9717026
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Figure 3. Contour plots of the eigenfunctions corresponding to λk, k = 1, 2, 4, 5, 6, 20 for
the L-Shaped domain (left to right, top to bottom).
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Table 2. Data for the L-Shape problem for the smallest six eigenvalues, from top to bottom.
The left half of each table corresponds to uniform refinement, and the right half to adaptive
refinement.

λ1

N RE red. RE∗ red. N RE red. RE∗ red.
33 1.04−1 1.28−2 33 1.04−1 1.28−2

161 3.23−2 3.24 3.37−3 3.79 243 1.77−2 5.88 2.10−3 6.08
705 1.02−2 3.16 1.38−3 2.44 1054 3.96−3 4.48 2.70−4 7.81

2945 3.39−3 3.01 5.44−4 2.54 4406 8.30−4 4.77 2.95−5 9.13
12033 1.17−3 2.88 2.14−4 2.54 17976 1.92−4 4.33 3.56−6 8.29
48641 4.25−4 2.77 8.48−5 2.53 72638 4.65−5 4.13 6.13−7 5.80

λ2

N RE red. RE∗ red. N RE red. RE∗ red.
33 8.74−2 6.24−3 33 8.74−2 6.24−3

161 2.38−2 3.67 7.55−4 8.26 232 1.66−2 5.27 7.76−4 8.04
705 6.12−3 3.89 4.32−5 17.5 1050 3.49−3 4.75 1.31−4 5.90

2945 1.55−3 3.96 8.88−6 4.86 4397 8.15−4 4.28 2.12−5 6.21
12033 3.88−4 3.98 5.12−7 17.4 17971 1.98−4 4.12 3.93−6 5.38
48641 9.73−5 3.99 2.35−9 218 72650 4.87−5 4.07 8.25−7 4.77

λ3

N RE red. RE∗ red. N RE red. RE∗ red.
33 1.85−1 2.91−1 33 1.85−1 2.91−1

161 3.73−2 4.97 5.06−4 575 232 2.89−2 6.42 1.08−3 27.0
705 9.56−3 3.90 1.01−5 50.3 1039 4.60−3 6.29 1.41−4 7.65

2945 2.40−3 3.98 3.58−6 2.81 4367 1.05−3 4.40 2.02−5 6.97
12033 6.02−4 3.99 3.86−7 9.26 17918 2.53−4 4.12 3.41−6 5.91
48641 1.51−4 4.00 9.12−8 4.24 72530 6.28−5 4.03 6.68−7 5.10

λ4

N RE red. RE∗ red. N RE red. RE∗ red.
33 1.57−1 1.99−2 33 1.57−1 1.99−2

161 4.48−2 3.50 1.64−3 12.2 232 3.12−2 5.01 1.42−3 14.0
705 1.16−2 3.85 1.82−4 8.97 1043 6.94−3 4.50 2.04−4 6.94

2945 2.94−3 3.96 1.12−5 16.3 4390 1.59−3 4.35 3.25−5 6.28
12033 7.36−4 3.99 7.60−7 14.7 17976 3.85−4 4.13 5.66−6 5.74
48641 1.84−4 4.00 1.22−7 6.21 72642 9.52−5 4.05 1.23−6 4.61

λ5

N RE red. RE∗ red. N RE red. RE∗ red.
33 8.83−2 2.91−2 33 8.83−2 5.95−2

161 3.26−2 2.71 5.06−2 0.75 232 4.20−2 2.10 3.78−3 15.7
705 2.06−2 1.58 1.01−3 6.28 1049 8.79−3 4.78 5.40−4 7.00

2945 5.81−3 3.55 3.58−4 2.47 4388 1.92−3 4.57 5.97−5 9.06
12033 1.69−3 3.42 3.86−4 2.72 17956 4.54−4 4.24 9.16−6 6.51
48641 5.21−4 3.25 9.12−5 2.54 72593 1.10−4 4.11 1.45−6 6.32

λ6

N RE red. RE∗ red. N RE red. RE∗ red.
33 1.80−2 2.42−1 33 1.80−2 2.42−1

161 6.15−2 0.29 5.75−3 42.1 236 5.30−2 3.40 4.83−3 50.0
705 1.94−2 3.63 9.09−4 6.23 1055 1.02−2 5.17 5.36−4 9.02

2945 4.64−3 3.65 3.09−4 2.94 4423 2.30−3 4.49 6.22−5 8.63
12033 1.30−3 3.56 1.11−4 2.77 18031 5.46−4 4.22 9.86−6 6.31
48641 3.82−4 3.41 4.29−5 2.59 72776 1.33−4 4.10 1.98−6 4.97

16



Figure 4. Convergence histories for approximations of λk, k = 1, 2, 3, 4, 5, 6 for the L-
Shaped domain (left to right, top to bottom). These are log-log plots of the relative errors

|λ̂k − λk|/λk (dotted lines) and |λ̂∗k − λk|/λk (dashed lines). Lines marked with “◦” are
based on uniform refinement. The solid line corresponds to N−1—quadratic convergence.

We use the strong exponential decay of the eigenfunctions to truncate the original eigenvalue problem to
the finite domain Ω = (−8, 8) × (−8, 8) without affecting the accuracy of the eigenvalues reported above. In
particular, we consider the problem

AV φ = λφ , φ ∈ H1
0 (Ω) , ‖φ‖L2(Ω) = 1 .(5.3)

We note that any number of (sufficiently large) bounded domains, together with a variety of homogeneous
boundary conditions (Dirichlet, Neumann, Robin), would work just as well as the simple ones we have chosen.
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Figure 5. The initial mesh for the Schrödinger problem together with the adaptively
refined mesh for the smallest eigenvalue, having 1592 degrees of freedom.

Table 3. Data for the Schrödinger problem, first eigenvalue (top) and second eigenvalue
(bottom). The left half of each table corresponds to uniform refinement, and the right half
to adaptive refinement.

λ1

N RE red. RE∗ red. N RE red. RE∗ red.
67 1.60−1 6.62−2 67 1.60−1 6.62−2

293 5.96−2 2.69 9.33−3 7.10 372 9.59−3 16.7 8.01−4 82.7
1225 1.60−2 3.73 8.77−4 10.6 1592 1.18−3 8.15 3.96−5 20.2
5009 4.08−3 3.91 5.72−5 15.3 6472 2.60−4 4.52 4.73−6 8.36

20257 1.02−3 3.98 4.78−6 12.0 25992 6.20−5 4.20 8.07−7 5.86
81473 2.57−4 3.99 4.08−7 11.7 104072 1.57−5 3.93 1.84−7 4.35

λ2

N RE red. RE∗ red. N RE red. RE∗ red.
67 2.99−1 4.45−2 67 2.99−1 4.45−1

293 1.31−1 2.28 3.52−2 12.6 372 2.07−2 14.5 1.38−3 323
1225 3.86−2 3.41 3.04−3 11.6 1592 2.73−3 7.57 8.98−5 15.3
5009 1.01−2 3.82 2.52−4 12.1 6472 6.09−4 4.49 1.00−5 8.96

20257 2.56−3 3.95 1.19−5 21.2 25992 1.46−4 4.17 1.80−6 5.56
81473 6.42−4 3.99 1.16−6 10.2 104072 3.61−5 4.04 3.99−7 4.52

The domain, divided into the three regions in which c is continuous, the initial mesh and an adaptively
refined mesh for λ1—both of which align with these regions—are given in Figure 5. Contour plots of
four of the eigenfunctions are given in Figure 6. Convergence histories for the first two eigenvalues are
given in Figure 7. The numerical data on which these graphs are based is given in Table 3. Concerning
these convergence histories, we see that both unaccelerated versions (uniform and adaptive refinement) have
asymptotic rates of convergence with agree with standard theory, and both accelerated versions converge at
more rapidly, with adaptive-accelerated winning out over uniform-accelerated in terms of error on the final
mesh, but the reverse holding (asymptotically) in terms of convergence rate. In the computation for the
second eigenvalue on the coarsest mesh, it is actually the lowest eigenpair which is approximated—which
accounts for the massive error reduction in the first refinement, and the fact that the accelerated eigenvalue
is actually worse than the original one on this mesh.
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Figure 6. Contour plots of the first, second, ninth and twelfth eigenfunctions (left to
right, top to bottom) for the Schrödinger problem.

Figure 7. Convergence histories for approximations of λk, k = 1, 2 for the Schrödinger

problem (left to right). These are log-log plots of the relative errors |λ̂k−λk|/λk (dotted lines)

and |λ̂∗k − λk|/λk (dashed lines). Lines marked with “◦” are based on uniform refinement.
The solid line corresponds to N−1—quadratic convergence.
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Remark 5.1. Although the operator on the unbounded domain has only twelve discrete eigenvalues, the
operator on the truncated domain has infinitely many. It is only the first twelve which are physically
relevant, as they coincide with high accuracy to those of the unbounded domain.
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Appendix A. Technical Finite Element Results

A.1. Basic Geometric Results. We implicitly assume that any vertex in VD will have at least one adjacent
vertex in V. Such an assumption is very natural, and simple to enforce in practice. Let T ∈ T be given,
having vertices zk, angles θk, and opposite edges ek, k = 1, 2, 3 We further take ℓk = ℓzk

, bk = bek
, and nk to

be the outward unit normal to ek (with respect to T ). Throughout this manuscript, the notation |X| will be
used to denote the length of a curve, the area of a region, the cardinality of a (finite) set, or the Euclidean
norm of a vector, and the appropriate interpretation should be clear from the context. We collect several
well-known results which will be used liberally, often without explicit reference, in later arguments.

Lemma A.1. On T , for j 6= k we have

ℓk = 1 − 1

dk
(x− zk) · nk = − 1

dk
(x− zj) · nk = (x− zj) · ∇ℓk .(A.1)

The ratio dk := 2|T |
|ek|

is the altitude of the triangle with respect to the base ek. Let p, q, r ∈ Z≥0. The following

hold:
Z

T

ℓ
p
1ℓ

q
2ℓ

r
3 =

2|T |p!q!r!

(p + q + r + 2)!

Z

ek

ℓ
p

k−1
ℓ
q

k+1
=

|ek|p!q!

(p + q + 1)!
(A.2)

∇ℓk · ∇ℓk =
cot θk−1 + cot θk+1

2|T |
∇ℓk−1 · ∇ℓk+1 = −

cot θk

2|T |
(A.3)

Z

T

∇bk · ∇bk =
4

3
(cot θ1 + cot θ2 + cot θ3)

Z

T

∇bk−1 · ∇bk+1 = −
4

3
cot θk(A.4)

For any v ∈ H1(T ), dk
∫

ek
v =

∫

T
2v + (x− zk) · ∇v.

Proof. Using an affine change of variables [0, 1] 7→ ek, we see that the second result in (A.2) is just the
classical beta function. A similar affine change of variables and induction yields the first result in (A.2). The
other explicitly geometric results are simple consequences of (A.1). The final result is an application of the
Divergence Theorem. Q.E.D.

A.2. Quasi-Interpolant Results.

Lemma A.2. Let v ∈ H. There is a quasi-interpolant Iv = v̂ + ŵ ∈ V (T ) ⊕W (T ), with v̂ =
∑

z∈V̄ vz and
ŵ =

∑

z∈V̄ wz, where vz ∈ V (T ) and wz ∈W (T ), satisfying the zero-mean properties:
∫

ωz

(vℓz − vz − wz) = 0 for each z ∈ V̄ ,

∫

e

(v − v̂ − ŵ) = 0 for each e ∈ E .

We can (and will ) choose vz, wz to be supported in ωz for z ∈ V; and choose vz, wz to be supported in ωz′

for z ∈ VD, where z′ ∈ V is shares an edge e ∈ E with z.
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Proof. We first note that, if
∫

e
(vℓz − vz − wz) = 0 for each e ∈ Ez and each z ∈ V̄, then

∫

e
(v − v̂ − ŵ) = 0

for each e ∈ E (in fact, for each e ∈ Ē). This is so because, if z, z′ are the endpoints of e, then

v|e = (vℓz + vℓz′)|e , v̂|e = (vz + vz′)|e , ŵ|e = (wz + wz′)|e .

Let z ∈ V be given. We have vz = αzℓz and wz =
∑

e∈Ez
βezbe, so the equations which must be satisfied for

the zero-mean condition to hold are

|ωz|
3

αz +
∑

e∈Ez

|ωe|
3

βez =

∫

ωz

vℓz(A.5)

|e|
2
αz +

2|e|
3
βez =

∫

e

vℓz for all e ∈ Ez .(A.6)

These can be solved explicitly, and yield

αz =
6

|ωz|

(

∑

e∈Ez

|ωe|
2|e|

∫

e

vℓz −
∫

ωz

vℓz

)

, βez =
3

2|e|

∫

e

vℓz −
3

4
αz .(A.7)

We also note that, if v ∈ V (T ), then vℓz ∈ V (T ) ⊕W (T ) is supported in ωz, and the conditions on e ∈ Ez
and ωz force vℓz = vz + wz. Here and elsewhere, ωe denotes the support of be—the one or two triangles
adjacent to e.

For z ∈ VD, we can maintain the zero-mean condition
∫

ωz
(vℓz − vz −wz) = 0, provided z has at least one

adjacent vertex z′ ∈ V. This is easy to enforce in practice, and a very natural assumption. Let z′ ∈ V be
adjacent to z, with common edge e, and let vz = αzℓz′ and wz =

∑

e′∈Ez′
βe′zbe′ . The equations which must

be satisfied for the zero-mean conditions are

|ωz′ |
3

αz +
∑

e′∈Ez′

|ωe′ |
3

βe′z =

∫

ωz

vℓz(A.8)

|e′|
2
αz +

2|e′|
3

βe′z′ =

∫

e′
vℓz = δee′

∫

e

vℓz for all e′ ∈ Ez′ .(A.9)

Just as before, we solve this system to obtain

αz =
6

|ωz′ |

( |ωe|
2|e|

∫

e

vℓz −
∫

ωz

vℓz

)

, βe′z = −3

4
αz +

3δee′

2|e|

∫

e

vℓz .(A.10)

We emphasize in (A.10) that we integrate vℓz over ωz, not ωz′ . Q.E.D.

Theorem A.3. Let v ∈ H, and Iv be the quasi-interpolant described in Lemma A.2. There are scale-
invariant constants c1z, c2z, c3z, c4z and C1 such that

(1) |wz|1 ≤ c1z|v|1,ωz
and ‖ŵ‖1 ≤ C1|v|1

(2) |vℓz − vz − wz|1 ≤ c2z|v|1,ωz

(3) ‖vℓz − vz − wz‖0 ≤ c3zdz|v|1,ωz

(4) ‖v − v̂ − ŵ‖0,e ≤ c4e|e|1/2|v|1,ωz∪ωz′
, where z and z′ are the endpoints of e.

Proof. (of (1)). We first consider z ∈ V. We begin by re-expressing the coefficients αz and βez in a form
which is more convenient for analysis. Given e ∈ Ez, ωe consists of the one or two triangles adjacent to e.
Suppose that there are two such triangles Te and T̂e, and that the vertices opposite e in these triangles are
ze and ẑe, respectively. We define the function de on ωe by

de =

{

x− ze x ∈ Te
x− ẑe x ∈ T̂e

.

The version when ωe consists of one triangle is defined analogously. Using this definition, we obtain

αz =
3

2|ωz|
∑

e∈Ez

∫

ωe

de · ∇(vℓz) = κz +
3

2|ωz|
∑

e∈Ez

∫

ωe

ℓzde · ∇v ,
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where κz = 3
|ωz|

∫

ωz
vℓz is the weighted-average of v on ωz. Therefore,

βez =
3

2|e|

∫

e

(v − κz)ℓz −
9

8|ωz|
∑

ê∈Ez

∫

ωê

ℓzdê · ∇v

=
9

4|ωe|

∫

ωe

(v − κz)ℓz +
3

4|ωe|

∫

ωe

ℓzde · ∇v −
9

8|ωz|
∑

ê∈Ez

∫

ωê

ℓzdê · ∇v .

We note that |wz|21,ωz
= βTz Azβz, where βz is the coefficient vector of wz with respect to {be : e ∈ Ez},

and (Az)ee′ =
∫

ωz
∇be · ∇be′ . The eigenvalues of the |Ez| × |Ez| matrix Az are bounded above by a scale-

invariant constant, independent of the mesh (assuming shape-regularity of the family), so we bound |wz|1,ωz

by bounding the sizes of the coefficients βez. We have

βez ≤
9‖ℓ1/2z ‖0,ωe

4|ωe|
‖(v − κz)ℓ

1/2
z ‖0,ωe

+

∣

∣

∣

∣

3

4|ωe|
− 9

8|ωz|

∣

∣

∣

∣

‖ℓzde‖0,ωe
|v|1,ωe

+
9

8|ωz|
∑

ê∈[Ez\{e}]

‖ℓzde‖0,ωê
|v|1,ωê

.

We have

‖(v − κz)ℓ
1/2
z ‖0,ωe

≤ ‖(v − κz)ℓ
1/2
z ‖0,ωz

= inf
a∈R

‖(v − a)ℓ1/2z ‖0,ωz

≤ inf
a∈R

‖v − a‖0,ωz
≤ Kzdz|v|1,ωz

,

where we have used the Poincaré inequality in the last bound. Therefore, we deduce that βez can be bounded
by a scale-invariant constant times |v|1,ωz

, which completes the proof of the first claim for z ∈ V.
The argument for z ∈ VD is actually slightly simpler because of the fact that v vanishes on some portion

of ∂ωz having non-zero length. We have

|vℓz − vz − wz|1 ≤ |vℓz|1,ωz
+ |vz + wz|1,ωz′

.

A Poincaré-Friedrichs’ inequality gives |vℓz|21,ωz
= |ℓz|21,ωz

‖v‖2
0,ωz

+ ‖(∇v)ℓz‖0,ωz
≤ kz|v|21,ωz

. As before, we
know that bounds on αz and βe′z involving scale-invariant constants times |v|1,ωz

will yield a bound on
|vz + wz|1,ωz′

involving a scale-invariant constant times |v|1,ωz
. In particular, we have

|αz| ≤
6

|ωz′ |

∣

∣

∣

∣

|ωe|
2|e|

∫

e

vℓz

∣

∣

∣

∣

+
6‖v‖0,ωz

‖ℓz‖0,ωz

|ωz′ |

≤ 6

|ωz′ |

∣

∣

∣

∣

∫

ωe

2vℓz + de · ∇(vℓz)

∣

∣

∣

∣

+

√
6czdz|ωz|1/2

|ωz′ |
|v|1,ωz

≤ 6

|ωz′ |

∣

∣

∣

∣

∫

ωe

3vℓz + ℓzde · ∇v
∣

∣

∣

∣

+

√
6czdz|ωz|1/2

|ωz′ |
|v|1,ωz

≤ ĉz|v|1,ωz
.

In these estimates, we freely used Poincaré-Friedrichs’ inequalities to bound ‖v‖0,ω in terms of dz and |v|1,ωz
.

The coefficients βe′z are also clearly bounded by scale-invariant constants times |v|1,ωz
, so we have proved

the first part of (1) for all z ∈ V̄.
Standard inverse estimates guarantee the existence of a scale-invariant constant k1z such that ‖wz‖1,ωz

≤
√

k2
1z|ωz| + c21z|v|1,ωz

. Using the discrete Cauchy-Schwarz inequality, we can take C2
1 = 3 maxz∈V(k2

1z|ωz| +
c21z), which completes the proof of the second claim. Q.E.D.

Proof. (of (2)). Let P
2
0 consist of componentwise piecewise-constant functions. We first note that, for any

F ∈ P
2
0,

∫

ωz

F · ∇(vℓz − vz − wz) =
∑

T⊂ωz

∫

∂T

F · nT (vℓz − vz − wz) = 0.
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Therefore, we have

|vℓz − vz − wz|1,ωz
≤ inf

F∈P2
0

‖∇(vℓz − wz) − F‖0,ωz

≤ |wz|1,ωz
+ inf

F∈P2
0

‖∇(vℓz) − F|0,ωz

≤ |wz|1,ωz
+

(

∑

T⊂ωz

|(v − vT )ℓz|21,T

)1/2

,

where vT is the average value of v on T . Using (1), we bound |wz|1,ωz
in terms of |v|1,ωz

, so we need only
consider |(v − vT )ℓz|21,T . We have

|(v − vT )ℓz|21,T ≤ 2|v|21,T + 2|(∇ℓz)|T |2 ‖v − vT ‖2
0,T ≤ 2

(

1 + |(∇ℓz)|T |2
h2
T

π2

)

|v|21,T .

The bound ‖v − vT ‖2
0,T ≤ h2

T

π2 |v|21,T , where hT is the longest edge of T , is due to a Poincaré inequality [30].
Q.E.D.

Proof. (of (3)). Noting that vℓz − vz − wz has zero-mean on ωz, we use a Poincaré inequality to establish
that ‖vℓz − vz − wz‖0,ωz

≤ czdz|vℓz − vz − wz|1,ωz
. Combining this with (2) yields (3). Q.E.D.

Remark A.4. The optimal constant czdz is related to the Dirichlet eigenvalue problem −∆φ = λφ on ω̃z = ωz
(if z ∈ V) or on ω̃z = ωz ∪ ωz′ (if z ∈ VD and z′ is the vertex adjacent z which was chosen for the quasi-
interpolant). In particular, czdz is bounded by the reciprocal of the smallest eigenvalue. The bound is
generally strict because of the additional zero-mean conditions.

Proof. (of (4)). Using the final claim of Lemma A.1 and the notation de from the proof of (1) we have

‖vℓz − vz − wz‖2
0,e =

|e|
2|ωe|

∫

ωe

2(vℓz − vz − wz)
2 + de · ∇[(vℓz − vz − wz)

2]

≤ |e|
2|ωe|

∫

ωe

3(vℓz − vz − wz)
2 + [de · ∇(vℓz − vz − wz)]

2

≤ |e|
2|ωe|

(

3c23zd
2
z + c22z‖de‖2

0,ωe

)

|v|21,ωz

The fact that ‖v − v̂ − ŵ‖0,e ≤ ‖vℓz − vz − wz‖0,e + ‖vℓz′ − vz′ − wz′‖0,e, where z and z′ are the endpoints
of e finishes the proof. Q.E.D.

A.3. Key BVP Error Estimation Result.

Lemma A.5. There are scale-invariant constants K1 = K1(T , B) and K2 = K2(T ) such that

B(u− û, v) ≤ K1|||ε||||||v||| +K2 osc(R, r)|v|1 ,
[osc(R, r)]2 =

∑

z∈V̄

d2
z inf
Rz∈R

‖R−Rz‖2
0,ωz

+
∑

e∈E

|e| inf
re∈R

‖r − re‖2
0,e ,

where dz is the diameter of ωz.

Proof. Recalling the key error equation, we have

B(u− û, v) = B(ε, ŵ) +
∑

z∈V̄

∫

ωz

R(vℓz − vz − wz) dV +
∑

e∈E

∫

e

r(v − v̂ − ŵ) dS .

The term |B(ε, ŵ)| is easily bounded by |||ε||||||ŵ||| ≤ K1|||ε||||||v|||, where K1 is related to both the constant in
‖ŵ‖1 ≤ C1‖v‖1 and the coercivity and boundedness constants in m‖v‖2

1 ≤ |||v|||2 ≤M‖v‖2
1. We also have the

bounds
∣

∣

∣

∣

∫

ωz

R(vℓz − vz − wz) dV

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

ωz

(R−Rz)(vℓz − vz − wz) dV

∣

∣

∣

∣

≤ c3zdz‖R−Rz‖0,ωz

∣

∣

∣

∣

∫

e

r(v − v̂ − ŵ) dS

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

e

(r − re)(v − v̂ − ŵ) dS

∣

∣

∣

∣

≤ c4e|e|1/2‖r − re‖0,e|v|1,ωz∪ωz′
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Using the discrete Cauchy-Schwarz inequality and the finite-overlap of patches completes the proof. Q.E.D.

Remark A.6. It is clear from the argument that we did not require symmetry of the bilinear form—the
argument and results do not change when B(u, v) =

∫

Ω
A∇u · ∇v + (b · ∇u + cu)v dV . We need not have

homogeneous Neumann condition either—F (v) =
∫

Ω
fv dV +

∫

∂ΩN
gv dS is fine for the right-hand side.

Remark A.7. It is natural at this point to ask what the natural analogue of the “error space” W (T ), in
which we compute the approximate error function εT , should be for problems in R

3. Should it be spanned
by quadratic edge-bubbles, as the traditional analysis (saturation assumption) might seem to suggest, or by
cubic face-bubbles? The most natural extension of the analysis presented here leads us to opt for the latter,
in light of the fact that we wish to have zero-mean properties analogous to those in Lemma A.2, namely

∫

ωz

(vℓz − vz − wz) = 0 and

∫

F

(v − v̂ − ŵ) = 0 for each F ∈ F .(A.11)

Here, ωz is the union of the tetrahedra having z as a vertex, and F is the collection of (non-Dirichlet)
tetrahedral faces. The corresponding error estimator, and its extension to eigenvalue applications, is a
subject of current investigation.

A.4. The Conditioning of the System Associated with Computing ε(f). We argue here that the
matrix associated with computing ε is spectrally equivalent to its diagonal independent of the mesh scaling
for shape-regular families of meshes. Therefore, the computation of ε will require few iterations of a Krylov
solver (CG, GMRES) to sufficiently converge—either with no preconditioning at all, or with (symmetric)
diagonal preconditioning.

Given a global ordering bi of the basis functions for W (and hence of the edges in E), let Bij = B(bj , bi)

and B̂ij = (bj , bi)H1(Ω). The first of these is the matrix associated with computing ε. In our setting, both B

and B̂ are symmetric and positive definite, with

mvtB̂v = m‖v‖2
1 ≤ vtBv = B(v, v) ≤M‖v‖2

1 = M vtB̂v .

So it is clear that B and B̂ are spectrally equivalent, independent of any mesh. We also define D = diag(B)

and D̂ = diag(B̂). The same argument shows that D and D̂ are spectrally equivalent. What remains is to

show that B̂ and D̂ are spectrally equivalent.
In order to estimate the spectra of B̂ and D̂, we consider their “element-matrices” for each triangle

T . Let v ∈ W have coefficient vector v and let ET denote the set of non-Dirichlet edges touching T . If
{kj : 1 ≤ j ≤ |ET |} are the indices associated with the non-Dirichlet edges of T , then B̂T , D̂T and vT are

(B̂T )ij = (bkj
, bki

)H1(T ) , D̂T = diag(B̂T ) , (vT )i = vki
.(A.12)

It is clear from the definitions that vtB̂v =
∑

T∈T vtT B̂TvT , and that the analogous result holds for the
diagonal matrices. We will show that there are scale-invariant constants k0, k1 > 0, depending only on
the angles in T such that k0v

t
T D̂TvT ≤ vtT B̂TvT ≤ k1v

t
T D̂TvT for all triangles T ∈ T , and hence that

k0v
tD̂v ≤ vtB̂v ≤ k1v

tD̂v—i.e. these matrices are spectrally equivalent. For these purposes, we lose no
generality by assuming that B̂T , D̂T ∈ R

3×3.
Let 0 < θk < π be the measures of the three angles of T , with ck = cot θk and c = c1 + c2 + c3. We have

B̂T =
4

3





c −c3 −c2
−c3 c −c1
−c2 −c1 c



+
4|T |
45





2 1 1
1 2 1
1 1 2



 = AT +MT .(A.13)

One way of obtaining reasonable constants k0, k1 is by computing (or estimating) the eigenvalues of X =
diag(MT )−1MT and Y = diag(AT )−1AT . The eigenvalues of X are readily seen to be [1/2, 1/2, 2]. The
characteristic polynomial of Y is p(t) = (1 − t)3 − 1

c2 (c21 + c22 + c23)(1 − t) + 2c1c2c3
c3 ; so we deduce that its

eigenvalues are

σk = 1 − 2

c

√

c21 + c22 + c23
3

cos

(

θ + 2kπ

3

)

, cos θ = c1c2c3

(

3

c21 + c22 + c23

)3/2

,(A.14)

where k = 0, 1, 2 and θ ∈ [0, π]. It is clear from the cos
(

θ+2kπ
3

)

terms that σ0 ≤ σ2 ≤ σ1. The optimal

case, θk = π
3 , yields σ0 = 1

3 and σ1 = σ2 = 4
3 . Shape-regularity is equivalent to a minimal angle condition,
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θk ≥ απ > 0, which bounds σ0 away from 0. Choosing k0 = min{σ0(T ) : T ∈ T , T ∈ F} and k1 =
max{2,max{σ1(T ) : T ∈ T , T ∈ F}} completes the argument.

Remark A.8. It is clear from the argument that, as the mesh is refined, the relative contribution of MT to
these bounds becomes insignificant.

Remark A.9. Although we are here only concerned with symmetric matrices B, the above arguments are
readily generalized to non-symmetric matrices. In the non-symmetric case, if µ is an eigenvalue of B, then
mλmin(B̂) ≤ Re (µ) ≤Mλmax(B̂), and |Im (µ)| ≤Mλmax(B̂). Therefore, the spectrum of B is controlled by

the spectrum of B̂, which does not deteriorate as the mesh is refined provided the meshes satisfy some fixed
minimal angle condition.

Appendix B. Enhancing Eigenvalue Convergence Using Approximation Defects–the Proofs

In this section we review the approximation theory for the eigenvalues of the self-adjoint operator A from
(2.6) as presented in [18]. Herein, “orthogonal projection” will be taken to mean “L2-orthogonal projection”;
in fact, all projections will be L2-orthogonal onto various subspaces.

Let λq be a discrete eigenvalue of the operator A of multiplicity m and let Eλq
be the projection onto the

eigenspace of λq. Let m ∈ N denote the multiplicity of λq. Let us now assume that we have two sequences
of projections Ph and Y h, parameterized by a positive parameter h, with the properties

(A1) For each h we have R(Ph) ⊂ R(Y h) ⊂ H.
(A2) For each h we have dim R(Y h) ≤ ∞ and there exist r > 0 and C > 0 such that

– Y h → I strongly as h→ 0 and

– sup
u∈H\{0}

‖u− Y hu‖2

|||u− Y hu|||2 ≤ Ch2r.

(A3) For each h we have dim R(Ph) = m, the multiplicity of the eigenvalue λq.

In the notation of earlier sections we have sm = {λq}, and Sm = R(Eλq
), dimSm = m, Ŝm = R(Ph) and

V = R(Y h), but we emphasize that the theory presented below applies to more general projections satisfying
these assumptions. The operator definition of ŝm will be given below.

We will study the asymptotic behavior of the approximations which can be derived from (A1)–(A3) by
the Rayleigh–Ritz method as h → 0. Our method will involve rigorous efficiency and reliability bounds on
the approximation errors. The bounds will hold for all h and will be sharp and thus will allow a precise and
reliable asymptotic analysis of the convergence of the approximations.

B.1. Block matrix representation. To this end let h be temporarily frozen and so we drop it from the
notation and write only P . We also further simplify the notation by temporarily denoting the one element
set sm by its single element λq.

Our theory of eigenvalue estimation is based on the Frobenius-Schur factorization of the resolvent of the
operator A. Let P be the orthogonal projection in H, such that R(P ) ⊂ H and dimR(P ) = m <∞. We will
represent the form B as the product of block operator matrices in the product space R(P )⊕R(P⊥). We will
use 〈·, ·〉 to denote the scalar product on the product space R(P ) ⊕ R(P⊥) and we tacitly assume that the
product space R(P ) ⊕ R(P⊥) is equivalent to L2(Ω) and so we do not notationally distinguish them, apart
from the distinction in the notation for the scalar product. More to the point, let φ, ψ ∈ L2(Ω) be given
then there exist unique x1, y1 ∈ R(P ) and x2, y2 ∈ R(P⊥) such that

φ = x1 ⊕ x2 =

[

x1

x2

]

and ψ = y1 ⊕ y2 =

[

y1
y2

]

.

We freely use the above notation in the manner outlined above and also write

〈x1 ⊕ x2, y1 ⊕ y2〉 =

〈[

x1

x2

]

,

[

y1
y2

]〉

= (φ, ψ),

where (·, ·) is the scalar product on L2(Ω) from (2.3).
We shall now precisely derive the block matrix representation of the resolvent of A in the product space

R(P ) ⊕ R(P⊥) = L2. Define the operators M : R(P ) → R(P ) and W : Dom(W) ⊂ R(P⊥) → R(P⊥)
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in the sense of [20, Theorem VI-2.23, pp. 331] by the bilinear forms B(P ·, P ·) : R(P ) × R(P ) → R and
B(P⊥·, P⊥·) : R(P )∩H×R(P )∩H → R respectively. Let also the operator Γ : R(P ) → R(P⊥) be such that

(ψ,Γφ) = B(W−1/2ψ,M−1/2φ),

ψ ∈ R(P⊥), φ ∈ R(P ) holds. The explicit operator formula for Γ can be extracted from [16, equation (4.37)].
At this point we note that the singular values of Γ are precisely the approximation defects introduced in
Section 2. More to the point, we have

σi−m+1(Γ) = ηi.

where ηi are defined in (2.11) and we have dropped the reference to h from the notation.
Let ζ ∈ C \ Spec(W), we now use the formal matrix decomposition2

A− ζI =

[

M1/2

W1/2

]

·ω
[

I − ζM−1 Γ∗

Γ I − ζW−1

] [

M1/2

W1/2

]

as a shorthand for

B(ψ, φ) − ζ(φ, ψ) =

〈[

I − ζM−1 Γ∗

Γ I − ζW−1

][

M1/2

W1/2

]

φ,

[

M1/2

W1/2

]

ψ

〉

,

φ, ψ ∈ H. We call the block matrix valued function

ζ 7−→ S(ζ) :=

[

I − ζM−1 Γ∗

Γ I − ζW−1

]−1

the scaled pseudo-resolvent of the operator A. This name is justified by the fact that the resolvent of A has
the product representation

(B.1) (A− ζI)−1 =

[

M−1/2

W−1/2

]

S(ζ)

[

M−1/2

W−1/2

]

.

The entries in the matrix S(ζ), ζ ∈ C \ Spec(A) are bounded operators, so we can use the Frobenius-Schur
decomposition of bounded block operator matrices to study the components of S(ζ), see [32, Chaper 2].

One possible representation of the matrix components of S(ζ) can be achieved by the help of the operator
valued function

(B.2) ζ 7−→ Su(ζ) := I − ζM−1 − Γ∗(I − ζW−1)−1Γ, ζ 6∈ Spec(A) ∪ Spec(W),

which is called the upper Schur complement of S(ζ). The term “upper” signifies that the Frobenius-Schur
decomposition of S(ζ) is performed by starting from the upper left-hand corner of S(ζ), see [32, Proposition
1.6.2]. More accurately formulated, S(ζ) can be expressed as a function of M, W, Γ and the inverse Su(ζ)

−1.
We omit the technical details and refer a reader to the monograph [32, Definition 1.6.1 and particularly
formula (1.7.4)]. Let us also note that there is a lower Schur complement associated with S(ζ). This Schur
complement is obtained from the Frobenius-Schur factorization which starts from the lower right hand side
of S(ζ). For our considerations we shall only need the Schur complement Su(ζ), see [32, Chaper 2].

Now, let us consider what happens when ζ = λq. In this case ‖(A−ζI)−1‖ = ∞ and the precise analysis—
given in [17, Theorem 3.3 and formula (3.8)] and [18, Theorem 4.1]—of the Schur complement yields that
the zero which gets inverted to ∞ is precisely and solely—with multiplicity—restricted to

(B.3) Su(λq) = 0.

This technique is a generalization of the standard Wilkinson’s trick from matrix analysis, see [29, p. 183].
A closer look at (B.2) shows that Su(λq) = 0 is the representation result for the eigenvalue error. To see

this note that the singular values of I− λqM−1, together with their multiplicities, are precisely the relative
errors

(B.4)
|µ̂i − λq|

µ̂i
, i = 1, . . . ,m and m is the multiplicity of λq.

Here µ̂1 ≤ µ̂2 ≤ · · · ≤ µ̂m are all the eigenvalues of M with their multiplicities and we assume—as is
customary—that µ̂i approximate λq. Identity (B.2) now reads

(B.5) I − λqM−1 = Γ∗(I − λqW−1)−1Γ

2The symbol ·ω signifies that this is a “weak” block matrix product.
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and a direct application of the statement (B.4) together with the application of the trace operator on the
equation (B.5) yields

m
∑

i=1

|µ̂i − λq|
µ̂i

≤ RelGap(λq, P )

m
∑

i=1

σ2
i (Γ).

Here

(B.6) RelGap(λq, P ) = ‖(I − λqW−1)−1‖

is a real number and σ1(Γ) ≥ σ2(Γ) ≥ · · · ≥ σm(Γ) are the singular values of Γ. For ways to efficiently
compute σi(Γ) and RelGap(λq, P ) see [17, 18].

Intuitively, the singular values σi(Γ) measure the size of the residual—that is the reason why we have
called them in [18] the approximation defects. The quantity RelGap(λq, P ) measures the sensitivity of the
eigenvalue, and is typically related to the quantity

max
ζ∈Spec(A)\{λq}

ζ + λq
|ζ − λq|

,

which is why we call it the relative gap (in the spectrum).
We have shown how to obtain reliable estimates of the unitary invariant matrix norms of the error by

the use of representation formula (B.5). We will now present a reason why this approach yields accurate
estimations of the error. Starting from (B.5) and by using the simple Neumann series argument on the
operator (I − λqW−1)−1 we obtain

I − λqM−1 = Γ∗(I − λqW−1)−1Γ(B.7)

= Γ∗Γ + λqΓ
∗W−1/2(I − λqW−1)−1W−1/2Γ(B.8)

= Γ∗Γ + λqΓ
∗W−1Γ + λ2

qΓ
∗W−1(I − λqW−1)−1W−1Γ.(B.9)

The analysis from [18, Section 4] started from the equation (B.8), and yielded that the singular values of Γ
are asymptotically exact estimators of the eigenvalue approximation errors (the singular values of I−λqM−1).
The key ingredient of this analysis was the Rayleigh-Ritz orthogonality property of the “residual” Γ. We
now repeat this argument—in Theorem B.1 below—to show that, starting instead from

(B.10) I − λqM−1 − Γ∗Γ = λqΓ
∗W−1Γ + λ2

qΓ
∗W−1(I − λqW−1)−1W−1Γ,

we can prove that the eigenvalues µ̂#
i , i = 1, . . . ,m of of the operator M − M1/2Γ∗ΓM1/2 — actually

representable by an m × m matrix — are superior approximations when compared to the standard Ritz

values µ̂i ∈ Spec(M), i = 1, . . . ,m. This is the reason why we call µ̂#
i the enhanced Ritz values. Here we

have assumed that µ̂#
1 ≤ · · · ≤ µ̂#

m are counted according to their multiplicity.

B.2. Estimates for the enhanced approximations. Let us go back to the assumptions (A1)–(A3). Since
we suppress the notational dependence on h by assuming it is fixed, let us assume that we have the orthogonal
projection P and Y such that

R(Y ) ⊂ H and dimR(Y ) <∞(B.11)

R(P ) ⊂ R(Y ) and MY P = PMY(B.12)

dim R(P ) = m the multiplicity of λq(B.13)

σ1(Γ) ≤ RelGap(λq, P ).(B.14)

Here we have used that MY : R(Y ) → R(Y ) is the operator which is defined by the sesquilinear form
B(Y ·, Y ·) : R(Y ) × R(Y ) → R. Let us also define the operator WY : R(Y⊥) → R(Y⊥) as the self-adjoint
operator which is defined in R(Y⊥) by the positive definite form B(Y⊥·, Y⊥·) : (R(Y⊥)∩H)×(R(Y⊥)∩H) → R

in the sense of [20, Theorem VI-2.23, pp. 331]. These operators, MY and WY , as well as those defined
earlier, M = MP , W = WP Γ = ΓP , are related to the relative errors in the enhanced Ritz values via the
following theorem.
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Theorem B.1. Let the assumptions (B.11)–(B.14) hold. Then we have

m
∑

i=1

|µ̂#
i − λq|
λq

≤ RelGap(λq, P )

m
∑

i=1

σ2
i (W−1/2ΓM1/2)

≤ RelGap(λq, P ) ‖W−1/2
Y

∣

∣

∣

Ran(Γ)
‖2

m
∑

i=1

σ2
i (ΓM1/2)

≤
√

µ̂m RelGap(λq, P ) ‖W−1/2
Y ‖2

m
∑

i=1

(ηi)
2

where µ̂#
1 ≤ · · · ≤ µ̂#

m are the all the eigenvalues of the matrix M−M1/2Γ∗ΓM1/2 (counting according to
multiplicity), and RelGap(λq, P ) is defined in (B.6).

Proof. We can write (B.8) as

1

λq

(

M1/2(I−Γ∗Γ)M1/2−λq
)

= M1/2Γ∗W−1/2(I−λqW−1)−1W−1/2ΓM1/2

= M1/2Γ∗W−1ΓM1/2

+ λqM1/2Γ∗W−1(I − λqW−1)−1W−1ΓM1/2(B.15)

Note that the operator (I − λqW−1) is both bounded and has a bounded inverse and so asymptotically it

is sufficient to analyze σi(W−1/2ΓM1/2), i = 1, . . . ,m, i.e. the singular values of W−1/2Γ. We estimate
σ1(W−1/2ΓM1/2) and argue that the estimate for other singular values can be obtained from the standard
min-max characterization of singular values. In particular we have for the bounded operator W−1/2Γ the
“componentwise” identity

(B.16) (ψ,W−1/2ΓM1/2φ) =
B(ψ, φ)

‖Wψ‖‖φ‖ , ψ ∈ Dom(W), φ ∈ R(P ),

so we may compute, essentially using (B.12), the estimate

σ1(W−1/2ΓM1/2) = max
ψ∈Dom(W),φ∈R(P )

ψ,φ 6=0

|B(ψ, φ)|
‖Wψ‖‖φ‖

= max
ψ∈Dom(WY ),φ∈R(P )

ψ,φ 6=0

|B(Y⊥ψ, Y φ)|
‖WY ψ‖‖φ‖

≤ σ1(ΓM1/2) ‖W−1/2
Y ‖.(B.17)

An analogous argument yields

σi(W−1/2ΓM1/2) ≤ σi(ΓM1/2) ‖W−1/2
Y ‖, i = 1, . . . ,m.

The conclusion follows by applying the trace operator on (B.17) and the properties of the operator norm.
Q.E.D.

Remark B.2. Were we to assume (A2) in the above theorem, which does hold for our finite element appli-

cations, it yields the upper bound ‖W−1/2
Y ‖ ≤ Ch2r which is key for the superconvergence or our enhanced

Ritz values.

Remark B.3. Let us note that we may apply other unitary invariant norms on the equation (B.15) and thus
obtain estimates for other symmetric gauge functions—in the sense of the von Neumann theory of unitary
invariant operator norms—of the error, not just the trace. This is the reason why we call this enhanced Ritz
value optimal.

Remark B.4. A natural extension of our methodology would be to practically estimate the singular values
σi(W−1/2ΓM1/2) and thus obtain even higher order corrections by the repetition of the same enhancement
argument. At present, we do not have an algorithm for doing so, but this may be revisited at a future point.

29



The approach outlined in this paper uses a priori estimates of this quantity in order to count these singular
values as a higher-order terms which are ignored in enhancement procedure.

B.3. Corollaries of the main theorem. Let us now repeat the singular value identity for the approxima-
tion defects

σi−m+1(Γ
h) = ηhi .

Here we have made explicit the dependence of the quantities on Ph. This is a variational characterization
of the singular values of Γ. A similar formula could be derived for the singular values of the operator

W−1/2

Ph ΓhM−1/2

Ph . However, unlike for the approximation defects ηi, an algorithm for the efficient computation

of σi(W−1/2

Ph ΓhM−1/2

Ph ) does not appear to be feasible in the same generality, cf. Remark B.4. In the following

we also use the notation µ̂h for the Ritz values from the subspace Ran(Ph) and µ̂
#(h)
i for the enhanced Ritz

values. Let us now state that the analysis of Theorem B.1 is sharp.

Corollary B.5. Assume that we have a collection of projections Ph and Y h which satisfy the assumptions
(A1)–(A3). Then

lim
h→0

∑m
i=1

|µ̂
#(h)
i

−λq|

λq

∑m
i=1

|µ̂h
i
−λq|

λq

= 0 , lim
h→0

∑m
i=1

|µ̂
#(h)
i

−λq|

λq

∑m
i=1 σ

2
i (W

−1/2

Ph ΓhM1/2

Ph )
= 1.(B.18)

Here we have explicitly stated the dependence of the quantities from Section B.2 on the pair of spaces Ph

and Y h by appending a subscript or superscript to the corresponding object in an obvious way.

Remark B.6 (Practical estimates in Sobolev spaces). We have indicated that we will use both operator as
well as variational realization of the eigenvalue problem (2.1) as is more appropriate to the context. Let
us go back to the formula (2.7) for the operator theoretic representation of the energy norm. We will now
emphasize the notational dependence on h.

We now define the block diagonal energy norm ||| · ||| by the formula

|||ψ|||2
Ŝm

= |||Phψ|||2 + |||Ph⊥ψ|||2, ψ ∈ H
and recall the definition for the approximation defects (2.11). The basic result of [16] is the equivalence of
the norms ||| · |||Ŝm

and ||| · |||. Precisely, we have

(B.19) (1 − ηhm)|||ψ|||Ŝm
≤ |||ψ||| ≤ (1 + ηhm)|||ψ|||Ŝm

, ψ ∈ H.
The discussion from [18, Section 5] implies that we can assume, without reducing the level of generality, that
we have h such that ηhm < 1

2 . Note that even for a very coarse mesh, this upper estimate is quite crude since

ηhm = O(h2). With this we write (B.19) as

(B.20)
1

2
|||ψ|||Ŝm

≤ |||ψ||| ≤ 3

2
|||ψ|||Ŝm

, ψ ∈ H

and note that the actual equivalence constants, which can be reliably and efficiently estimated by computable
quantities η̃hm from (2.14) below, are much closer to 1. According to [16] the norm equivalence (B.20) implies
that the relative approximation error for the Ritz values is smaller than 1

2 .
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