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We present computable criterion for completely classifying multi-qubit quantum states under local
unitary operations. The criterion can be used to detect whether two quantum states in multi-qubit
systems are local unitary equivalent or not. Once obtaining the positive answer, we are further able
to compute the corresponding unitary operators precisely. Since the scheme is based on the mean
values of some quantum mechanical observables, it supplies an experimental way to judge the local
equivalence of quantum states.
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Introduction: Quantum entangled states have become
the most important physical resource in the rapidly de-
veloping field of quantum information science [1]. In
particular, multipartite quantum entanglement plays key
roles in many quantum information processing like one-
way quantum computing, quantum error correction and
quantum secret sharing [2–5]. However, the nonlocal
properties of multipartite mixed states are much more
difficult to clarify than bipartite or pure states. Since
two quantum states will be of the same power in imple-
menting quantum information processing if they can be
transferred to each other by local unitary (LU) transfor-
mations, and many crucial characters such as the degree
of entanglement [6, 7], the maximal violations of Bell in-
equalities [8–11], and the teleportation fidelity [12, 13]
remain invariant under the LU transformations, it has
been an important problem to give a complete and oper-
ational classification of quantum states under LU trans-
formations.
In principle, the LU equivalence problem can be char-

acterized by the complete set of invariants under local
unitary transformations. The author in [14] presented a
complete set of 18 polynomial invariants for the locally
unitary equivalence of two-qubit mixed states. Nice re-
sults have been obtained for three qubits states [15, 16],
some generic mixed states [17–19], tripartite pure and
mixed states [20]. In [21], Kraus presented a way to deter-
mine the local unitary equivalence of n-qubit pure states,
which is extended to general multipartite pure states of
arbitrary dimensions [22].
Mixed states are more general physically. For bipar-

tite mixed quantum systems, Zhou et.al [23] have solved
the local unitary equivalence problem by presenting a
complete set of invariants such that two density matri-
ces are locally equivalent if and only if all these invari-

ants have equal values in these density matrices, which
is operational for non-degenerate states. In [24], we have
investigated the LU equivalence problem in terms of ma-
trix realignment and partial transposition. A necessary
and sufficient criterion for the local unitary equivalence of
multipartite states, together with explicit forms of the lo-
cal unitary operators have been presented. The criterion
is shown to be operational for states having eigenvalues
with multiplicity of no more than 2. However, as the
two criteria above depend on the eigenvectors of density
matrices, for degenerate states(especially for those with
degeneracy larger than 2), they are less operational, sim-
ilar to the multipartite pure state case when the reduced
density matrices or the co-tensor matrices are degenerate.
In this paper, we investigate LU equivalence crite-

rion and classification for general multipartite mixed
quantum states. Alternatively, we deal with problem
in terms of the generalized Bloch representations of
density matrices. Hence the results work no matter the
density matrices are degenerate or not. In particular,
we present a both sufficient and necessary LU criterion
for multi-qubit systems. To show that the criterion is
operational, we give a detailed process in classifying
multi-qubit mixed states under LU transformations.
Moreover, our criterion can not only verify the LU
equivalence of two mixed states, but also gives rise to the
corresponding LU operators that transform one state to
another LU equivalent one.

Local unitary equivalence for multipartite states: We
first consider the local unitary equivalence problem for
general H1 ⊗ H2 ⊗ · · · ⊗ HN quantum systems with
dimHi = di, i = 1, 2, · · · , N . A multipartite state
ρ ∈ H1 ⊗ H2 ⊗ · · · ⊗ HN can be generally expressed in
terms of the SU(n) generators λαk

[26],
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ρ =
1

ΠN
i di

⊗N
j Idj

+

N
∑

M=1

∑

{µ1µ2···µM}

∑

α1α2···αM

T
{µ1µ2···µM}
α1α2···αM

λ{µ1}
α1

λ{µ2}
α2

· · ·λ{µM}
αM

(1)

where Idj
denotes dj×dj identity matrices, λ

{µk}
αk = Id1

⊗
Id2

⊗ · · · ⊗ Idµk−1
⊗ λαk

⊗ Idµk+1
⊗ · · · ⊗ IdN

, with λαk

appearing at the µkth position, and

T
{µ1µ2···µM}
α1α2···αM

=

∏M

i=1 dµi

2M
Tr[ρλ{µ1}

α1
λ{µ2}
α2

· · ·λ{µM}
αM

],

which can be viewed as the entries of the tensors
T {µ1µ2···µM}.
Before showing how to detect and classify quantum

states under local unitary equivalence, we give a short
review of high order singular value decomposition devel-
oped in [27]. For any tensor T with order d1 × d2× · · ·×
dN , there exists a core tensor Σ such that

T = U (1) ⊗ U (2) ⊗ · · · ⊗ U (N)Σ, (2)

where Σ forms a same order tensor with T . To calcu-
late the core tensor Σ, one first expresses T in matrix
unfolding form Tn. Then one derives the singular value
decomposition of the matrix Tn = U (n)Λ(n)V (n). The
core tensor is then constructed by

Σ = ⊗N
n=1U

(n)†T . (3)

Let ρ and ρ′ be two mixed states in H1⊗H2⊗ · · ·⊗HN .
They are local unitary equivalent if

ρ′ = (U1 ⊗ ...⊗ UN )ρ(U1 ⊗ ...⊗ UN )† (4)

for some unitary operators Ui, i = 1, 2, ..., N , where †
denotes transpose and conjugate.

Proposition: If ρ and ρ′ are local unitary equiv-
alent, then their corresponding tensors T {µ1µ2···µM}

and (T ′){µ1µ2···µM} must have the same core tensor
up to the local symmetry ⊗M

n=1P
µn

{µ1µ2···µM} for any

{µ1µ2 · · ·µM} ⊂ {1, 2, · · · , N}, where Pµn

{µ1µ2···µM} are

block-diagonal matrices with each block being orthog-
onal matrix of size equal to the degeneracies of the
singular values corresponding to the µn order unfolding
of the tensor T {µ1µ2···µM}.

Proof: Assume ρ and ρ′ are related by (4). Note that
for any given unitary operator U , UλiU

† is a traceless
Hermitian operator which can be expanded according to
the SU(d) generators,

UλiU
† =

d2−1
∑

j=1

1

2
Tr{UλiU

†λj}λj ≡
d2−1
∑

j=1

Oijλj . (5)

The entries Oij defines a real (d2 − 1)× (d2 − 1) matrix
O. From the completeness relation of SU(d) generators

d2−1
∑

j=1

(λj)ki(λj)mn = 2δimδkn −
2

d
δkiδmn,

one can show that O is an orthogonal matrix with de-
terminant +1, i.e. O belongs to special orthogonal ma-
trix group SO(d). According to (1) and (5), we get that
there must exist orthogonal operators O1, O2, · · · , ON

such that the following equations hold,

ρ′ = 1
ΠN

i
di

⊗N
j Idj

+
N
∑

M=1

∑

{µ1µ2···µM}

∑

α1α2···αM

T
{µ1µ2···µM}
α1α2···αM

⊗M
n=1 Uµn

λ
{µ1}
α1

λ
{µ2}
α2

· · ·λ
{µM}
αM ⊗M

n=1 U
†
µn

=
1

ΠN
i di

⊗N
j Idj

+

N
∑

M=1

∑

{µ1µ2···µM}

∑

α1···αMβ1···βM

T
{µ1µ2···µM}
α1α2···αM

O
µ1

α1β1
O

µ2

α2β2
· · ·OµM

αMβM
λ
{µ1}
β1

λ
{µ2}
β2

· · ·λ
{µM}
βM

Since ρ′ can also be written in the form of (1), we obtain
that

T ′{µ1···µM}
β1···βM

=
∑

α1···αM

O
µ1

α1β1
· · ·OµM

αMβM
T

{µ1···µM}
α1···αM

.

There must exist orthogonal operators O1, O2, · · · , ON

such that for any 1 < M ≤ N ,

T ′{µ1µ2···µM}
= ⊗M

n=1O
µnT {µ1µ2···µM}. (6)
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By virtue of Proposition 2 in [22] and the analysis
therein, one has that the core tensor of the high order

tensors T ′{µ1µ2···µM}
and T {µ1µ2···µM} must be the same

up to the local symmetry ⊗M
n=1P

µn

{µ1µ2···µM}.

Let

T {µ1µ2···µM} = ⊗M
n=1U

µn

{µ1µ2···µM}Σ
{µ1µ2···µM} (7)

be the high order singular value decomposition of
T {µ1µ2···µM}. We are readily to present out main result.

Theorem: For N-qubit quantum systems,
Σ{µ1µ2···µM} with {µ1µ2 · · ·µM} ⊂ {1, 2, · · · , N}
give a local unitary classification up to the local symme-
try ⊗M

n=1P
µn

{µ1µ2···µM}. For 2 ≤ M ≤ N , Pµn

{µ1µ2···µM} are

formed by a set of orthogonal matrices {V µn

{µ1µ2···µM}}

and Uµn

{µ1µ2···µM} such that

P
µn

{µ1µ2···µM} = (V µn

{µ1µ2···µM})
†Pµ1

{µ1}U
µn

{µ1µ2···µM}. (8)

Proof: From the double cover relation between SU(2)
and SO(3), we have that ρ and ρ′ are local uni-
tary equivalent if and only if there exist orthogonal
matrices O1, O2, · · · , ON such that (6) hold for any
{µ1µ2 · · ·µM} ⊂ {1, 2, · · · , N}.
Denoting

T ′{µ1µ2···µM}
= ⊗M

n=1V
µn

{µ1µ2···µM}Λ
{µ1µ2···µM} (9)

the high order singular decompositions of the tensors

T ′{µ1µ2···µM}
and noticing (6) and (7) we have that

Λ{µ1···µM} = ⊗M
n=1(V

µn

{µ1···µM})
†OµnU

µn

{µ1···µM}Σ
{µ1···µM}.

Define

P
µn

{µ1µ2···µM} = (V µn

{µ1µ2···µM})
†OµnU

µn

{µ1µ2···µM}

and Oµn = P
µn

{µ1}. According to the proposition 2 in [22]

and the proof therein, we have that Pµn

{µ1µ2···µM} must be

some local symmetric operators.
On the other hand, if Λ{µ1µ2···µM} and Σ{µ1µ2···µM} are

related by some Pµn

{µ1µ2···µM} with the conditions listed in

the theorem, by selecting the set of orthogonal matrices
V

µn

{µ1µ2···µM} to be the ones in the high order singular

value decompositions of T ′{µ1µ2···µM}
, one finds that

Oµn = V
µn

{µ1µ2···µM}P
µn

{µ1µ2···µM}(U
µn

{µ1µ2···µM})
† = P

µn

{µ1}

depends only on µn. Therefore we have (6) holds for any
{µ1µ2 · · ·µM} ⊂ {1, 2, · · · , N}, which ends the proof.

The theorem provides a practical protocol to verify
whether two N -qubit mixed states ρ and ρ′ are local uni-
tary equivalent or not:
(1) First write ρ and ρ′ in the generalized Bloch rep-

resentations (1).
(2) Compute the high order singular decompositions of

the tensors (7) and (9). Find all the singular values for
{µ1µ2 · · ·µM} ⊂ {1, 2, · · · , N}. Since the tensors we refer
here are all with sub dimensional 3, the computation of
the high order singular value decomposition can be very
simple. If the corresponding singular values are not the
same, ρ and ρ′ are not local unitary equivalent.
(3) Otherwise, for any M ∈ {1, 2, · · · , N}, check if

there exist some proper Pµn

{µ1µ2···µM} such that

Σ{µ1µ2···µM} = ⊗M
n=1P

µn

{µ1µ2···µM}Λ
{µ1µ2···µM}

and (6) hold, where

Oµn = V
µn

{µ1µ2···µM}P
µn

{µ1µ2···µM}(U
µn

{µ1µ2···µM})
†

are orthogonal operators depending on the µnth subsys-
tem only. If no such Pµn

{µ1µ2···µM} can be found, ρ and ρ′

are not local unitary equivalent.

Searching the local symmetries for multi-qubit systems:

From the above procedures, we see that, since the expres-
sion of the core tensor is only unique up to some local
symmetries, the problem becomes very hard to imple-
ment the LU classification. Such problems exist too in
[22] for the case of multi-qudit pure states. Fortunately,
by using the iterative property of the conditions satis-
fied by the core tensors and taking into account that
T {µ1µ2···µM} are real, we are able to propose a rather
simple way to do the step (3) above operationally. In the
following we give a detailed explanation for searching the
local symmetries for multi-qubit mixed states.

We start with the first order tensors

Λ{µ1} = T ′{µ1} = Pµ1Σ{µ1} = Pµ1T {µ1}.

Any local symmetry Pµ1 transform Σ{µ1} to Λ{µ1} can
be represented as a rotation. Since the first order ten-
sors Λ{µ1} and Σ{µ1} are 3 dimensional vectors, Pµ1 is a
rotation of SO(3) group with three independent param-
eters. From Λ{µ1} = Pµ1Σ{µ1}, we can reduce the free
parameters in Pµ1 from three to one. Correspondingly,
Oµ1 = Pµ1 .
From the condition of the second order tensor, one has

P
µ1

{µ1µ2} = (V µ1

{µ1µ2})
†Oµ1U

µ1

{µ1µ2} = (V µ1

{µ1µ2})
†Pµ1U

µ1

{µ1µ2}.

The free one parameter in Pµ1 is further determined by
the equations

Σ{µ1µ2} = P
µ1

{µ1µ2} ⊗ P
µ2

{µ1µ2}Λ
{µ1µ2}.
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Then one checks the third order tensor’s condition, the
fourth one, ... , and all the conditions iteratively. If at
least a set of {Pµn , n = 1, 2, · · · , N} satisfies all the con-
ditions in the above procedures, then we conclude that ρ
and ρ′ are LU equivalent. Or we get a negative answer.
The corresponding U1, U2, · · · , UN can be immediately
computed by using the double cover relation between
SU(2) and SO(3) (parameterized as that in [25]).
Generally, for any given multi-qubit quantum state ρ,

we are able to find the equivalent class of ρ under LU.
We first compute all the tensors T {µ1µ2···µM} and the
corresponding core tensors Σ{µ1µ2···µM}, where 1 ≤M ≤
N . Then we parameterize the 3 × 3 orthogonal matrix
{Pµn

{µ1}, n = 1, 2, · · · , N} and define (8) for 2 ≤ M ≤ N

and for any V µn

{µ1µ2···µM}. According to the theorem, all

the {Pµn

{µ1µ2···µM}, n = 1, 2, · · · , N} and the core tensors

Σ{µ1µ2···µM} form the class of quantum states that are
LU equivalent to ρ.
Example: Consider two mixed three-qubit quantum

states: ρ = 2
17 (2|ψ+〉〈ψ+| + |001〉〈001| + |010〉〈010| +

2|011〉〈011|+ 1
2 |100〉〈100|+ |101〉〈101|+ |110〉〈110|) with

|ψ+〉 =
1√
2
(|000〉+ |111〉) and

σ =
2

17

























1 0 0 0 0 1
2 0 1

2
0 3

2 0 1
2 0 0 0 0

0 0 1 0 0 − 1
2 0 − 1

2
0 1

2 0 3
2 0 0 0 0

0 0 0 0 3
4 0 1

4 0
1
2 0 − 1

2 0 0 1 0 0
0 0 0 0 1

4 0 3
4 0

1
2 0 − 1

2 0 0 0 0 1

























.

The eigenvalues of ρ and σ are both
{ 2
17 ,

2
17 ,

2
17 ,

2
17 ,

4
17 ,

4
17 ,

1
17 , 0}, which means that the

two states we considering are degenerate. The corre-
sponding correlation tensors are listed below:

T {1} = (0, 0,−
3

17
);

T {2} = T {3} = (0, 0,
3

17
);

T {12} = T {13} = (0, 0, 0, 0, 0, 0, 0, 0,−
1

17
),

T {23} = (0, 0, 0, 0, 0, 0, 0, 0,
1

17
);

T {123} = (
4

17
, 0, 0, 0,−

4

17
, 0, 0, 0, 0, 0,−

4

17
, 0,−

4

17
,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−
3

17
);

T ′{1} = (0, 0,−
3

17
), T ′{2} = (

3

17
, 0, 0),

T ′{3} = (0, 0,
3

17
);

T ′{12} = (0, 0, 0, 0, 0, 0,−
1

17
, 0, 0),

T ′{13} = (0, 0, 0, 0, 0, 0, 0, 0,−
1

17
),

T ′{23} = (0, 0,
1

17
, 0, 0, 0, 0, 0, 0);

T ′{123} = (0, 0, 0, 0,−
4

17
, 0,−

4

17
, 0, 0, 0, 0, 0,−

4

17
0,

0, 0,
4

17
, 0, 0, 0,−

3

17
, 0, 0, 0, 0, 0, 0).

One can check that all the correlation tensors are just in
their core tensor form. And all the corresponding singu-
lar values are the same. So we come to the step (3) to
detect the LU equivalence of ρ and σ.

To derive P 1, P 2 and P 3, we parameterize any 2 × 2
unitary matrix by sketching the representation in [25] as

U =

(

cos θeiφ sin θeiχ

− sin θe−iχ cos θe−iφ

)

.

The corresponding orthogonal matrix derived in (5) can
be written as

P =





cos2(θ) cos(2φ)− sin2(θ) cos(2χ) cos2(θ) sin(2φ) + sin2(θ) sin(2χ) − sin(2θ) cos(φ + χ)
sin2(θ) sin(2χ)− cos2(θ) sin(2φ) cos2(θ) cos(2φ) + sin2(θ) cos(2χ) sin(2θ) sin(φ+ χ)

sin(2θ) cos(χ− φ) − sin(2θ) sin(χ− φ) cos(2θ)



 .

By solving that T ′{1} = P 1T {1}, T ′{2} = P 2T {2}, and T ′{3} = P 3T {3}, one obtains the corresponding parame-
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ters to be {θ1 = 0}, {θ2 =
π
4 , φ2 = π− χ2} and {θ3 = 0}.

Then we simplify P 1, P 2 and P 3 to be

P 1 =





cos(2φ1) sin(2φ1) 0
− sin(2φ1) cos(2φ1) 0

0 0 1



 ,

P 2 =





0 0 1
sin(2χ) cos(2χ) 0

− cos(2χ) sin(2χ) 0



 ,

P 3 =





cos(2φ3) sin(2φ3) 0
− sin(2φ3) cos(2φ3) 0

0 0 1



 .

By the rest conditions that the second and third order
core tensors should satisfy, i.e.

T ′{12} = P 1 ⊗ P 2T {12};

T ′{13} = P 1 ⊗ P 3T {13};

T ′{23} = P 2 ⊗ P 3T {23}

and

T ′{123} = P 1 ⊗ P 2 ⊗ P 3T {123},

one can find the final solutions for P 1, P 2 and P 3 with
parameters satisfying φ1 − χ2 + φ3 = 0.
Finally we obtain that the survival local symme-

tries P 1, P 2 and P 3 must be with the conditions
{θ1 = 0}, {θ2 = π

4 , φ2 = π − χ2}, {θ3 = 0} and
φ1 − χ2 + φ3 = 0. For example, one can select
θ1 = φ1 = 0, θ2 = π

4 , φ2 = π, χ2 = 0 and θ3 = φ3 = 0.
Then we have that P 1 = P 3 = I and P 2 be an
anti-diagonal matrix with entries {1, 1,−1}. The
corresponding local unitary operators that transform
ρ to σ are then computed to be U1 = U3 = I and

U2 = {{
√
2
2 e

iπ,
√
2
2 }, {−

√
2
2 ,

√
2
2 e

−iπ}}.

Conclusions and Remarks: It is a basic and funda-
mental question to classify quantum states under local
unitary operations. The problem has been figured out
in [21, 22] for pure multipartite quantum states. How-
ever, it is much more difficult to classify mixed quan-
tum states under LU transformations than that for pure
states. Operational methods have been presented only
for non-degenerated bipartite states. Although the au-
thors in [29] have shown that the problem of mixed states
can be reduced to the one of pure states in terms of the
purification of mixed states mathematically, the protocol
is rather not operational. In this letter we have pro-
vided an operational way to verify and classify quantum
states by using the generalized Bloch representation in
terms of the generators of SU(d). Since the tensors in
the representation can be all determined by some local
quantum mechanical observables, the method is exper-
imentally feasible. Our criterion is both sufficient and

necessary for multi-qubit quantum systems, thus gives
rise to a complete classification of multi-qubit quantum
states under LU transformations.
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Supplemental material: calculation of the singular value decomposition for correlation tensors

As an example, we take a randomly generated 3-qubit mixed state ρ with its density matrix entries given by: ρ11 =,
ρ12 =, ... ρ19 =, ρ22 =, ... ρij = ρ∗ji for i > j.

























0.122 0.086− 0.043i 0.099− 0.003i 0.103− 0.053i 0.101− 0.004i 0.102− 0.009i 0.104− 0.023i 0.097− 0.032i
0.086 + 0.043i 0.115 0.091 + 0.034i 0.093 + 0.008i 0.064 + 0.036i 0.085 + 0.019i 0.081 + 0.017i 0.088 + 0.007i
0.099 + 0.003i 0.091− 0.034i 0.131 0.104− 0.042i 0.087 + 0.005i 0.100− 0.004i 0.095− 0.029i 0.103− 0.035i
0.103 + 0.053i 0.093− 0.008i 0.104 + 0.042i 0.135 0.095 + 0.046i 0.097 + 0.048i 0.109 + 0.023i 0.110 + 0.006i
0.101 + 0.004i 0.064− 0.036i 0.087− 0.005i 0.095− 0.046i 0.115 0.086 + 0.001i 0.083 + 0.003i 0.087− 0.020i
0.102 + 0.009i 0.085− 0.019i 0.100 + 0.004i 0.097− 0.048i 0.086− 0.001i 0.124 0.097− 0.010i 0.080− 0.034i
0.104 + 0.023i 0.081− 0.017i 0.095 + 0.029i 0.109− 0.023i 0.083− 0.003i 0.097 + 0.010i 0.131 0.099− 0.012i
0.097 + 0.032i 0.088− 0.007i 0.103 + 0.035i 0.110− 0.006i 0.087 + 0.020i 0.080 + 0.034i 0.099 + 0.012i 0.123

























,

The corresponding 1, 2 and 3 order correlation tensors are:

T {1} = (−0.009, 0.786,−0.016),

T {2} = (0.042, 0.713,−0.053),

T {3} = (−0.002, 0.753,−0.194);

T {12} = (−0.013,−0.057,−0.072, 0.036, 0.753,−0.140,−0.074, 0.076,−0.015),

T {13} = (0.004,−0.007, 0.146,−0.001, 0.760,−0.210, 0.119, 0.030,−0.063),

T {23} = (−0.005, 0.062,−0.025,−0.018, 0.759,−0.194,−0.051,−0.101,−0.003);

T {123} = (−0.027,−0.009,−0.030, 0.006,−0.022, 0.158,−0.101,−0.022,

0.043, 0.063, 0.089,−0.026,−0.012, 0.749,−0.201,−0.021,

− 0.116,−0.022, 0.023,−0.077, 0.089, 0.146, 0.055,−0.042,

0.052, 0.032,−0.003).

The core tensors of T 1, T 2 and T 3 are just themselves.
To derive the core tensors of T 12, T 13 and T 23, we rearrange them in matrix forms:

M12 =





−0.013 −0.057 −0.072
0.036 0.753 −0.140
−0.074 0.076 −0.015



 ,

M13 =





0.004 −0.007 0.146
−0.001 0.760 −0.210
0.119 0.030 −0.063



 ,

M23 =





−0.005 0.062 −0.025
−0.018 0.759 −0.194
−0.051 −0.101 −0.003



 .
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Let M ij = U ijΛij(V ij)† be the singular value decomposition of M ij , where ij = 12, 13 and 23. Since M ij are real,
one can choose the singular value decompositions such that U ij and V ij are orthogonal. Then the core tensors Σij

corresponding to T ij can be computed by Σij = (U ij)† ⊗ (V ij)†T ij :

Σ12 = {0.771, 0, 0, 0, 0.086, 0, 0, 0, 0.073};

Σ13 = {0.791, 0, 0, 0, 0.158, 0, 0, 0, 0.106};

Σ23 = {0.793, 0, 0, 0, 0.060, 0, 0, 0, 0.005}.

For T 123, there can be three kinds of matrix representations:

R1 =





−0.027 −0.009 −0.030 0.006 −0.022 0.158 −0.101 −0.022 0.043
0.063 0.089 −0.026 −0.012 0.749 −0.201 −0.021 −0.116 −0.022
0.023 −0.077 0.089 0.146 0.055 −0.042 0.052 0.032 −0.003



 ,

R2 =





−0.027 −0.009 −0.030 0.063 0.089 −0.026 0.023 −0.077 0.089
0.006 −0.022 0.158 −0.012 0.749 −0.201 0.146 0.055 −0.042
−0.101 −0.022 0.043 −0.021 −0.116 −0.022 0.052 0.032 −0.003



 ,

R3 =





−0.027 0.063 0.023 −0.009 0.089 −0.077 −0.030 −0.026 0.089
0.006 −0.012 0.146 −0.022 0.749 0.055 0.158 −0.201 −0.042
−0.101 −0.021 0.052 −0.022 −0.116 0.032 0.043 −0.022 −0.003



 .

By computing the singular value decompositions of Ri = PiXi(Qi)
†, i = 1, 2, 3, we obtain the core tensor of T 123,

Σ123 = (P1)
† ⊗ (P2)

† ⊗ (P3)
†T 123

= {−0.777, 0.050, 0.140, 0.031,−0.001, 0.063, 0.006, 0.052,−0.013,

−0.007,−0.143, 0.012, 0.093,−0.109,−0.006,−0.010,−0.023, 0.102,

0.028, 0.007, 0.134, 0.035, 0.030,−0.003,−0.048, 0.050, 0.002}.


