
ISSN 1440-771X

Department of Econometrics and Business Statistics

http://www.buseco.monash.edu.au/depts/ebs/pubs/wpapers/

Beyond point forecasting:

evaluation of alternative

prediction intervals for tourist

arrivals

Jae H. Kim, Haiyan Song, Kevin Wong,

George Athanasopoulos, Shen Liu

October 2009

Working Paper 11/08

Revised Oct 2009



1 

 

Beyond point forecasting:  

Evaluation of alternative prediction intervals for 

tourist arrivals 
 

Jae H. Kim
a,1

, Haiyan Song
b
, Kevin Wong

b
, George Athanasopoulos

c
, Shen Liu

d 

a 
School of Economics and Finance 

La Trobe University, VIC 3086, Australia 

 
b 

School of Hotel and Tourism Management 

The Hong Kong Polytechnic University 

 
c 
Department of Econometrics and Business Statistics 

and Tourism Research Unit 

Monash University, Clayton, VIC 3800, Australia 

 
d 

Department of Econometrics and Business Statistics 

Monash University, Caulfield East, VIC 3145, Australia 

 

Abstract 

This paper evaluates the performance of prediction intervals generated from alternative time 

series models, in the context of tourism forecasting. The forecasting methods considered 

include the autoregressive (AR) model, the AR model using the bias-corrected bootstrap, 

seasonal ARIMA models, innovations state-space models for exponential smoothing, and 

Harvey’s structural time series models. We use thirteen monthly time series for the number of 

tourist arrivals to Hong Kong and Australia. The mean coverage rates and widths of 

alternative prediction intervals are evaluated in an empirical setting. It is found that all 

models produce satisfactory prediction intervals, except for the autoregressive model. In 

particular, those based on the bias-corrected bootstrap perform best in general, providing tight 

intervals with accurate coverage rates, especially when the forecast horizon is long.  
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1. Introduction 

Tourism forecasting is an area of enormous interest for both academics and practitioners. 

There have been a large number of studies that have compared the forecast accuracies of 

alternative econometric or time series models for forecasting tourism demand. Witt and Witt 

(1995), Li, Song, and Witt (2005), and Song and Li (2008) provide comprehensive reviews of 

this issue. These reviews identify the application of time series methods as a key innovation 

in this area. According to Song and Li (2008), the main question in past studies on tourism 

forecasting has been whether or not one could establish a forecasting principle for academics 

and practitioners; that is, whether one can identify any models or methods that consistently 

generate more accurate forecasts than others in practice. However, the results from past 

studies are rather mixed and often conflicting. Li et al. (2005) state that no single forecasting 

method outperforms the alternatives in small samples, while Song and Li (2008) conclude 

that there has not been a panacea for tourism demand forecasting.  

  

An important point to note from past studies is their preoccupation with point forecasting. To 

the best of our knowledge, all of the studies discussed in the above-mentioned reviews 

restrict their attention exclusively to point forecasting. A point forecast is a single number 

which is an estimate of the unknown true future value. Although it is the most likely 

realization of the possible future values implied by the estimated model, it provides no 

information as to the degree of uncertainty associated with the forecast. For this reason, one 

may justifiably argue that the comparison of alternative point forecasts is of limited use, since 

it completely neglects the variability associated with forecasting. For an improved and more 

meaningful comparison of the performance of forecasting models, the degree of uncertainty 

associated with forecasting should be taken into account explicitly.  
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Our focus in this paper is on interval forecasting for tourism demand. An interval forecast (or 

prediction interval) indicates a range of possible future outcomes with a prescribed level of 

confidence.
2
 As Chatfield (1993) and Christoffersen (1998) point out, interval forecasts are of 

greater value to decision-makers than point forecasts, and should be used more widely in 

practical applications, as they allow for a thorough evaluation of future uncertainty and 

contingency planning. We identify tourism forecasting as an area where interval forecasting 

can add high marginal utility. This is because practitioners and government agencies in the 

tourism industry actively use the forecasts from time series models as an input to their 

decision-making, in relation to planning, marketing, and the provision of infrastructure (see, 

for example, the web-based tourism demand forecasting system detailed by Song, Witt, & 

Zhang, 2008).  

 

In this paper, we conduct an extensive comparison of the accuracy of prediction intervals in 

the context of tourism forecasting. Our aim is to provide the first empirical evidence within 

the tourism forecasting literature as to whether popular time series methods are useful for 

generating accurate prediction intervals; and which method should be preferred in practice. 

We employ a set of monthly time series for the number of tourist arrivals to Hong Kong and 

Australia. For the former, we consider the number of tourist arrivals from four individual 

source markets (Australia, China, the UK, and the US) and three aggregated markets (Asia, 

Europe, and the total) from 1985 to 2008. For the latter, we consider those from four 

individual source markets (Germany, New Zealand, the UK, and the US) and two aggregated 

markets (Europe and the total) from 1980 to 2007.  

 

                                                           
2
 In this paper, we use the terms ―interval forecast‖ and ―prediction interval‖ interchangeably. 
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We consider two types of prediction intervals based on the autoregressive (AR) model: the 

conventional interval using a normal approximation, and a bias-corrected bootstrap version 

proposed by Kim (2004). In addition, we consider innovations state space models for 

exponential smoothing, as presented by Hyndman, Koehler, Ord, and Snyder (2008); 

Harvey’s (1989) structural time series models; and the seasonal ARIMA (SARIMA) models 

of Box, Jenkins, and Reinsel (1994). These are popular univariate time series frameworks, 

with models capable of generating prediction intervals. Their model specifications are 

flexible, and suitable for time series with trend and seasonality. We adopt fully automated 

and purely data dependent methods for model selection and estimation within each 

framework. All computational resources are readily available and fully accessible to both 

academics and practitioners.  

 

The main finding of the paper is that all of the models considered provide prediction intervals 

with reasonably good properties, in terms of coverage and width, except for the AR model, 

whose prediction intervals grossly underestimate the future uncertainty. This finding is 

interesting, given that it is contrary to the general belief that the prediction intervals generated 

from time series models are too narrow. Overall, we have found that the bias-corrected 

bootstrap prediction intervals perform most desirably, especially when the forecast horizon is 

long. The organization of the paper is as follows. In the next section, we provide a brief 

review of the literature on prediction intervals for time series models, and a discussion of the 

models used in our analysis. Section 3 gives details of the data and computations; and Section 

4 provides the empirical results. Our conclusions are drawn in Section 5.  

 

2. Prediction intervals 
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2.1 A brief literature review  

Since the work of Chatfield (1993), the provision of prediction intervals has attracted 

particular attention in time series forecasting. Traditionally, prediction intervals have been 

constructed based on the assumption that forecast errors follow a normal distribution. 

However, as Chatfield (2001, p. 479) notes, the validity of this normal approximation is 

doubtful, since the assumption of normality of the forecast error distribution often may not be 

justified in practice. In addition, it is well known that conventional prediction intervals totally 

ignore the sampling variability associated with parameter estimation, as De Gooijer and 

Hyndman (2006, p. 460) point out. Due mainly to these reasons, it is widely believed that 

prediction intervals are too narrow, under-estimating the degree of future uncertainty (see, for 

example, Chatfield, 2001, p.487; and Makridakis, Wheelwright, & Hyndman, 1998, p. 470).  

 

Recently, the bootstrap method (Efron & Tibshirani, 1993) has been proposed as a means of 

producing a prediction interval which is robust to possible non-normality, and which also 

takes into account the sampling variability associated with parameter estimation. Notable 

examples include Thombs and Schucany (1990) for the AR model, and Pascual, Romo, and 

Ruiz (2004) for the ARIMA model. However, the Monte Carlo results reported in these 

studies reveal that the bootstrap intervals are still too narrow. Chatfield (2001, p. 487) also 

states that ―bootstrapping does not always work‖, citing Meade and Islam (1995) as an 

example. A possible reason for this is that bootstrapping is conducted using parameter 

estimators which are biased in small samples. Following Kilian (1998), Clements and Taylor 

(2001) and Kim (2001, 2004) propose the use of the bias-corrected bootstrap for the AR 

model, in which bias-correction is conducted in two stages of the bootstrap. They find that 

the bias-corrected bootstrap prediction intervals are much wider, with accurate coverage 

properties. In particular, the bias-corrected bootstrap is found to be highly effective when the 
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time series possess a near unit-root or the sample size is small, which are the situations 

frequently encountered in practice. This demonstrates the importance of bias-correction for 

improving the performance of bootstrap prediction intervals for time series models. 

 

Exponential smoothing is an area that has recently witnessed substantial improvements in 

interval forecasting. Notable earlier works on prediction intervals for Holt-Winters’ method 

include Yar and Chatfield (1990) and Chatfield and Yar (1991), while Taylor and Bunn 

(1999) propose an approach based on the quantile regression method of Koenker and Bassett 

(1978). Building on earlier works (see, for example, Ord, Koehler, & Snyder, 1997; 

Hyndman, Koehler, Snyder, & Grose, 2002; and Taylor, 2003), Hyndman et al. (2008) 

present a comprehensive statistical framework for building state space models for exponential 

smoothing methods, in which prediction intervals can be constructed. They consider fifteen 

exponential smoothing methods, and for each method they derive two innovations state space 

models, one with additive errors and one with multiplicative errors, resulting in a total of 

thirty different models. The models are estimated by maximum likelihood, and the associated 

prediction intervals are obtained using analytical formulae or (parametric or non-parametric) 

bootstrapping.
3
    

 

2.2 Models used in this study 

In this section, we provide a brief review of the time series models we adopt in this paper. As 

we demonstrate in the next section, time series of tourist arrivals exhibit a strong linear trend 

and seasonality. In particular, they often possess strong seasonal variations which include 

both deterministic and stochastic components (see, for example, Kim & Moosa, 2001, 2005). 

                                                           
3
 For forecasting high frequency data (e.g., minute-by-minute), Taylor (2008) proposes a Holt-Winters’ 

exponential smoothing method with a double seasonal component, where prediction intervals could be 

constructed in the framework of the innovations state space models of Hyndman et al. (2008). 
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Based on this observation, we use seasonal dummy variables to capture the deterministic 

seasonality in each series. We also take the natural logarithms of the data before applying the 

time series models to each series. The technical details of all models considered are given in 

the Appendix.  

 

The AR model is widely used in practice, due mainly to its simplicity. In the tourism 

forecasting literature, the model is referred to as the regression-based model (see, for 

example, Kim & Moosa, 2001, 2005). A long order AR model is fitted to capture cycles and 

stochastic seasonality, along with a linear trend term. The lag length of the AR model is 

chosen by the AIC. Point forecasts are generated recursively from the estimated model, and 

prediction intervals are constructed based on a normal approximation.  

 

A natural alternative to the AR model is the SARIMA model of Box et al. (1994). It allows 

for both differencing and moving average components, at both seasonal and non-seasonal 

frequencies. We implement the fully automated procedure of Hyndman and Khandakar 

(2008) to select the models, and obtain prediction intervals based on a normal approximation, 

similarly to the pure AR case. 

 

We generate the bootstrap prediction intervals using the bias-corrected bootstrap of Kim 

(2004), based on the AR model. Similarly to the AR case, a long order AR is fitted to capture 

cycles and stochastic seasonality, with a linear trend term included. As we have mentioned 

previously, bootstrap prediction intervals with no bias-correction have been found to be too 

narrow. For this reason, we do not consider bootstrap prediction intervals for the SARIMA 

model. Although in principle a bias-corrected bootstrap method for the SARIMA model 

could be developed, its properties have not been thoroughly examined in the literature to date. 
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In addition, a bias-correction method for the parameter estimators of the SARIMA model is 

yet to be developed.  

 

The basic structural time series model of Harvey (1989) decomposes an observed time series 

into different unobserved components. These components can be forecast individually then 

combined to produce a forecast for the observed series. The point forecasts are generated by 

running the Kalman filter for the model expressed in state space form. Prediction intervals are 

obtained under the assumption of normality, using the prediction error variance given by 

Harvey (1989, p. 222).
4
  

 

For exponential smoothing, we use the statistical framework for innovations state space 

models, as presented by Hyndman et al. (2008). A detailed classification of the different 

exponential smoothing methods and the corresponding innovations state space models is 

given in their Chapter 2. We consider two sets of models within this fully automated 

framework. For the first set, the model with the lowest AIC of all models with either additive 

or multiplicative errors is selected; while for the second set the model with the lowest AIC 

from all models with additive errors only is chosen. This is because models with additive 

errors are more realistic when the time series are transformed to natural logarithms. For all 

models we generate prediction intervals using both the analytic formulae and the non-

parametric bootstrap. 

 

3. Data and computational details  

                                                           
4
 Stoffer and Wall (1991) and Rodriguesz and Ruiz (2009) proposed bootstrap prediction intervals for general 

state space models, based on which bootstrap prediction intervals for Harvey’s model can be generated. Since 

their applicability to Harvey’s model with a seasonal component is not fully known at this stage, we leave this 

method as a subject for future research.  
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We use the number of monthly tourist arrivals to Hong Kong, from January 1985 to May 

2008 (281 observations), from four individual source markets (Australia, China, the UK, and 

the US) and three aggregated markets (Asia, Europe, and the total). We also use the number 

of monthly tourist arrivals to Australia, from January 1980 to June 2007 (330 observations), 

from four individual source markets (Germany, New Zealand, the UK, and the US) and two 

aggregated markets (Europe and the total). These series represent different sections of the 

market which are of interest to academics and practitioners. The Hong Kong tourist arrivals 

data are obtained from the Hong Kong Tourism Board, while the Australian data are provided 

by Tourism Research Australia.  

 

All time series are transformed to natural logarithms for model estimation and forecasting. 

Figure 1 presents time plots for four selected time series: the total number of arrivals and the 

number of arrivals from Europe, to Hong Kong and Australia respectively. All of the time 

series show a strong upward linear trend and seasonality with mild cycles, which are both 

typical features of time series of tourist arrivals. The number of tourist arrivals to Hong Kong 

was also significantly affected by the SARS outbreak in 2003 (from April to July). The 

effects of this unexpected event were smoothed out using dummy variables. This is 

justifiable, since we are evaluating the performance of prediction intervals under normal 

economic conditions. In Figure 2 we report the sample autocorrelation functions of these time 

series in first differences, after the deterministic seasonality has been filtered out using 

monthly dummy variables. It is evident that, for all four cases, statistically significant 

stochastic seasonality is still present. Based on this, as stated in the previous section, monthly 

seasonal dummy variables are used to capture deterministic seasonality for all time series 

before model fitting is undertaken.  
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We evaluate the performance of alternative prediction intervals in a purely empirical setting. 

We use a rolling window of 120 observations (10 years) for estimation, and generate 1- to 12-

step-ahead out-of-sample prediction intervals for each window. That is, we take the first 120 

observations  for estimation, and generate prediction intervals for each of the next 12 months. 

We then take the next 120 observations (from 2 to 121) and generate prediction intervals. 

This process continues until we reach the end of the data set. In total, we have obtained 150 

and 199 prediction intervals respectively for Hong Kong and Australia, for each forecast 

horizon of 1 to 12. The use of 120 sample observations is based on the consideration that the 

sample size is large enough to justify the asymptotic theories involved in the model selection 

and estimation. On the other hand, this is also a moderate sample length that has commonly 

been adopted in empirical applications in tourism forecasting. We use a forecast horizon of 

12 months because the models adopted in this paper are mainly for short-term forecasting. 

This exercise may be likened to a situation where a forecaster is generating prediction 

intervals over a period of more than twenty years, using time series data from the past 10 

years and adopting an automatic forecasting method, with a forecast horizon of 12 months. 

All computations are conducted using the programming language R (R Development Core 

Team, 2008), which is a free and open-source language, and making use of the R packages 

BootPR (Kim, 2008) and forecast (Hyndman, 2008). The R code used in this study can be 

provided on request. 

 

We generate prediction intervals of the nominal coverage rate of 95%. This means that in 

repeated sampling, a prediction interval is expected to cover the true future value with a 

probability of 0.95. We calculate the mean coverage rate for the forecast horizon h as 

 
N

UYL
hC hhh }{#
)(


 ,  
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where Yh is the true future value, Lh and Uh are the lower and upper bounds of a prediction 

interval respectively, N is the total number of prediction intervals for forecast horizon h, and 

# indicates the frequency at which the condition inside the bracket is satisfied. If a prediction 

interval provides an accurate assessment of future uncertainty, the value of C(h) should be 

close to 0.95. To test whether C(h) is statistically different from the nominal coverage of 

0.95, we use the 95% confidence interval based on a normal approximation to a binomial 

distribution.
5
 That is, 
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where p = 0.95. If the calculated value of C(h) belongs to this interval, we cannot reject the 

hypothesis that the true coverage is equal to the nominal coverage 0.95, at the 5% 

significance level. In addition to C(h), we also use the mean width for each horizon h, defined 

as the mean value of (Uh – Lh) over N prediction intervals. A higher value of the mean width 

indicates that there is more uncertainty associated with forecasting and the prediction 

intervals are less informative. We prefer a forecasting model that generates prediction 

intervals whose C(h) belongs to the above confidence interval. If two or more models 

generate such prediction intervals, we prefer the one with a smaller value of the mean width.  

 

4. Empirical results 

In this section, we compare point and interval forecasts generated from the alternative 

models. These include forecasts from: (i) the AR model (AR); (ii) the AR model using the 

bias-corrected bootstrap (BOOT);
6
 (iii) the SARIMA model; (iv) Harvey’s structural model 

(ST); and the two sets of innovation state-space models for exponential smoothing, (v) ETS1, 

                                                           
5
 The validity of this approximation depends on the independence of successive trials. Although the details are 

not reported, we have applied Christoffersen’s (1998) independence test for the prediction intervals for h =1, 

and find that the independence is satisfied overall for nearly all cases.  
6
 See Kim (2003) for details of bias-corrected point forecasting based on the bootstrap. 
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where the model is selected from all models with either multiplicative or additive errors, and 

(vi) ETS2, where the model is selected from those with additive errors only.  

 

4.1 Point forecasting  

Although the focus of this paper is on interval forecasting, it is also instructive to compare the 

accuracy of point forecasts. We calculate the MSFE (mean squared forecast error) values of 

the point forecasts from each model in the same way as we did for interval forecasting. That 

is, we use the rolling window of 120 observations and generate 12-step-ahead point forecasts. 

For all models, the point forecasts are found to be fairly accurate, with small MSFE values. 

To evaluate the statistical significance of the differences in MSFE values, we have conducted 

the Diebold-Mariano (1995) test, with the BOOT forecasts as the benchmark. The null 

hypothesis is MSFE(BOOT) = MSFE(i), tested against the two-tailed alternative, where i  

{AR, SARIMA, ST, ETS1, ETS2}. Table 1 reports the outcomes of the test for each forecast 

horizon. Each entry represents the number of cases in which the null is not rejected at the 5% 

significance level. For example, for the AR model and for h = 1, the entry 13 indicates that 

the null hypothesis that the MSFE of BOOT forecasts is equal to that of the AR forecasts 

cannot be rejected for any of the thirteen time series considered. It is evident that the null 

hypothesis fails to be rejected for nearly all time series and forecast horizons, except for the 

AR model. Hence, we conclude that, overall, all models except for the AR provide point 

forecasts of accuracy equal to that of the BOOT forecasts.  

 

4.2 Interval forecasting 

Figures 3 and 4 plot the values of the mean coverage rates and widths of alternative 

prediction intervals for tourist arrivals to Hong Kong and Australia, respectively. For both 

figures, the graphs in the first column show the mean coverage rates from different models 
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over the forecast horizon h. The solid horizontal lines represent the 95% confidence bands 

around the nominal coverage rate of 0.95. For ETS1, we report the properties of prediction 

intervals generated using the non-parametric bootstrap, while for ETS2 we only report the 

results based on the analytic formulae. This is only for the sake of simplicity, as the results 

for the other cases are qualitatively similar. Unless otherwise stated, ETS refers to both ETS1 

and ETS2 for the rest of the paper. 

 

Tourist arrivals to Hong Kong 

For tourism arrivals from Australia, only the ETS and ST models have mean coverage rates 

within the 95% confidence band for all values of h. The BOOT intervals have mean coverage 

rates within the band in most cases, although they under-cover when h ≥ 10. The SARIMA 

prediction intervals also tend to under-cover the true values, while the AR intervals grossly 

under-cover the true future values for all values of h. These features are also evident from the 

mean width properties, where the AR and SARIMA prediction intervals are much narrower 

than the others. The prediction intervals from the ETS and ST models become much wider 

than the BOOT prediction intervals for h > 5. Overall, the ETS and ST models provide 

accurate prediction intervals, but the BOOT prediction intervals also perform well for h ≤ 9. 

 

For arrivals from China, all prediction intervals have mean coverage rate values within the 

95% confidence band, except those from the AR, which seriously under-cover the true values 

for h ≥ 5. This is reflected in the prediction intervals from the AR model being too narrow. 

The BOOT and SARIMA prediction intervals are much tighter than the ETS and ST 

prediction intervals for h ≥ 6. Hence, in the case of China, the BOOT and SARIMA 

prediction intervals should be preferred over the others. 
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For the UK, only the BOOT and ST prediction intervals have all values of the mean coverage 

rate within the 95% confidence band, while the others under-cover the true values. The AR 

and SARIMA prediction intervals grossly under-cover the true values, while the ETS 

prediction intervals, though still under-covering, perform much better than these two. 

Looking at the width of the intervals, the BOOT prediction intervals are much tighter than the 

ETS and ST prediction intervals for h ≥ 6. Hence, the BOOT prediction intervals should be 

preferred in the case of the UK.  

 

In the case of the US, the BOOT prediction intervals have the best coverage properties: all 

coverage rates are within the 95% confidence band and are very close to the nominal 

coverage rate 0.95. However, the other prediction intervals also show good coverage 

properties. The SARIMA prediction intervals have all mean coverage rates inside the 95% 

confidence band for all forecast horizons, while the ST and ETS intervals do for most of the 

forecast horizons. The only exception to this good performance is the AR model, which again 

provides prediction intervals that under-cover the true values in many cases. Looking at the 

width properties, the BOOT and SARIMA prediction intervals are again tighter than the ETS 

and ST intervals. Hence, similarly to the case of China, the BOOT and SARIMA prediction 

intervals should be preferred. 

 

For Asia, only the ETS and ST prediction intervals have desirable coverage rates for all 

values of h, while the BOOT and SARIMA prediction intervals under-cover the true values 

for h ≥ 9. The AR prediction intervals substantially under-cover the true values for nearly all 

forecast horizons. All of the prediction intervals (except for AR) have similar mean width 

values. Hence, in this case, the ETS and ST prediction intervals perform most desirably, but 

the BOOT and SARIMA prediction intervals also perform reasonably well.  
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For Europe, similarly to the case of Asia, only the ETS and ST prediction intervals have 

desirable coverage rates for all values of h, while BOOT and SARIMA prediction intervals 

under-cover the true values for h ≥ 9. 

 

For total tourist arrivals to Hong Kong, all prediction intervals show a strong tendency to 

under-cover, except for the BOOT intervals for h ≤ 7. With regard to the width properties, the 

BOOT prediction intervals are slightly wider than the others when h ≤ 5, while the ETS and 

ST intervals become much wider than the others for long forecast horizons. Hence, in this 

case, the BOOT prediction intervals seem to perform most desirably overall.  

 

Tourist arrivals to Australia 

Figure 2 presents the mean coverage rates and widths of alternative prediction intervals for 

tourist arrivals to Australia. As in the case of Hong Kong, the AR models provide prediction 

intervals which are much inferior to the others. Therefore, for the sake of simplicity, the AR 

prediction intervals will not be discussed any further. 

 

For Germany, only the BOOT prediction intervals have all of their mean coverage values 

inside the 95% confidence intervals. The SARIMA intervals also perform well, with the 

value of the mean coverage being outside the 95% confidence band only when h = 2. The 

BOOT and SARIMA intervals are also very tight, with their mean width values being much 

smaller than those of the ETS and ST intervals for nearly all values of h. The latter become 

increasingly wider as the forecast horizon increases. 
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For the UK, the BOOT and SARIMA intervals have all of their mean coverage values inside 

the 95% confidence band, while the ETS and ST intervals either under- or over-cover the true 

values for a few forecast horizons. The former are much tighter than the latter, again 

especially for longer forecast horizons. 

 

For Europe, the ST is the only model for which all of the prediction intervals are inside the 

95% confidence band. The others tend to under-cover the true future values, the ETS 

intervals for shorter forecast horizons and the BOOT and SARIMA intervals for longer 

horizons. Looking at the width of the prediction intervals, the ST intervals are much wider, 

suggesting that the other intervals under-estimate the future uncertainty for this case.  

 

For the US, the BOOT, SARIMA, and ST prediction intervals have mean coverage values 

inside the 95% confidence band for all values of h. The BOOT prediction intervals are the 

tightest for nearly all forecast horizons. 

 

For New Zealand, only the BOOT and SARIMA prediction intervals have all of their mean 

coverage values inside the 95% confidence band. The ETS and ST intervals tend to over-

cover the true values. The BOOT intervals are the most informative, being the narrowest, for 

nearly all forecast horizons. Similar results are evident for the total tourist arrivals to 

Australia.  

 

Discussion 

All of the models considered generate prediction intervals with reasonable performances, 

except for the AR model, which often grossly underestimates the future uncertainty. This is 

particularly the case for short forecast horizons (h ≤ 4), where, in most cases, all models 
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provide prediction intervals with correct coverage rates and similar width properties. Overall, 

we have found a strong tendency for the BOOT method to outperform its competitors. In 

general, the BOOT prediction intervals have the most desirable coverage properties, 

providing an informative assessment of the future uncertainty. The SARIMA, ETS and ST 

prediction intervals also perform reasonably well; however, the SARIMA intervals can 

sometimes be too narrow, and hence underestimate future uncertainty, while the ETS and ST 

intervals tend to become wider, relative to the BOOT intervals, as the forecast horizon 

increases. In fact, for shorter forecast horizons (h ≤ 4), the ETS and ST models often provide 

tighter prediction intervals than the BOOT method. In general, the BOOT prediction intervals 

are slightly wider than the others for shorter horizons, but become much tighter as the 

forecast horizon increases. 

 

As was stated in Section 2, it is widely accepted that the prediction intervals generated from 

time series models are too narrow. This is because the conventional intervals assume 

normality, which may not hold; ignore the sampling variability associated with parameter 

estimation; and do not make adjustments for the small sample biases of parameter estimators, 

where applicable. In this paper, it is found that, consistent with the general belief, the 

conventional prediction intervals from the AR model are far too narrow. However, the other 

prediction intervals (those from the bias-corrected bootstrap version of the AR, the SARIMA 

model, Harvey’s structural time series model, and the state space models for exponential 

smoothing) are found to be much wider, producing satisfactory coverage probabilities.  

 

From the methodological aspect, we have adopted two innovative approaches. One is the use 

of a rolling horizon methodology for evaluating the performance of prediction intervals over 

a range of samples; while the other is the use of automatic model selection, which removes 
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the subjectivity in the model selection procedures. Although these represent sound 

approaches, it should be noted that the findings of this paper are limited to the current data 

set. We call for more extensive empirical research efforts of this kind in the future, in order to 

further explore the validity of interval forecasting in tourism forecasting.  

 

5. Concluding Remarks 

Time series forecasting for tourist arrivals has been an area of extensive empirical research. 

While a large number of studies published over the years have reported that the application of 

time series methods has been a great success, their major concern has been the issue of point 

forecasting. Although interval forecasts can be invaluable to decision-makers in both industry 

and government, there have been no studies that have paid attention to the accuracy of 

prediction intervals in the context of forecasting the number of tourist arrivals.  

 

The purpose of this paper is to evaluate the performance of the prediction intervals generated 

using alternative time series models. We consider univariate time series models such as the 

AR model, the bias-corrected bootstrap for the AR model (Kim, 2004), the innovations state 

space models for exponential smoothing (as presented by Hyndman et al., 2008), Harvey’s 

(1989) structural time series models, and the seasonal ARIMA model of Box et al. (1994). 

We employ an automatic forecasting approach, in which the prediction intervals are 

generated from forecasting models whose specifications are determined automatically using a 

fully data-dependent procedure. The performances of the prediction intervals are evaluated in 

a purely empirical setting, calculating the coverage rate and width of the intervals using the 

rolling window method. For this purpose, we use thirteen monthly time series for the number 

of tourist arrivals to Hong Kong and Australia. 
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The main finding of the paper is that, in general, the bias-corrected bootstrap prediction 

intervals perform most desirably, providing tight intervals with accurate coverage values. The 

prediction intervals from the exponential smoothing and structural time series models also 

show satisfactory probability coverage properties, although they tend to become wider at 

longer forecast horizons relative to the bias-corrected bootstrap intervals. The seasonal 

ARIMA prediction intervals tend to under-estimate the future uncertainty. The AR model 

also performs rather poorly, grossly under-estimating the future uncertainty. However, this 

paper demonstrates that most of the popular time series models adopted in this study generate 

prediction intervals with desirable statistical properties, at least in the context of tourism 

forecasting.   
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Appendix 

As was stated in Section 2.2, all time series are filtered using seasonal dummy variables 

before these models are applied. This is because the time series for tourist arrivals possess 

both stochastic and deterministic seasonality, as we have seen in Section 3. 

Autoregressive model and bias-corrected bootstrap  

We consider the AR(p) model of the form 

 Yt = 0 + 1Yt-1 + … + p Yt-p + βt + ut ,                                                                     (1) 

where ut is i.i.d. with zero mean and fixed variance. The AR part of equation (1) is stationary, 

with all of its characteristic roots outside the unit circle. The unknown AR order is chosen by 

the AIC, with the maximum order being 18. Given the observed time series 
n
ttY 1}{  , the 

unknown parameters are estimated using the least squares (LS) method. The LS estimator for 

 = (0,…,p) is denoted as )ˆ,...,ˆ(ˆ
0 p , and the associated residuals as  n

ptte
1 . The 

point forecasts for Yn+h made at n can be generated in the usual way, conditional on the last p 

observations of Y, using ̂ . The 100(1–)% prediction interval for Yn+h can be constructed 

based on a normal approximation. 

 

Only a sketchy description of the bias-corrected bootstrap procedure of Kim (2004) is given 

here. Let the bias of ̂ be denoted as Bias(̂ ). This bias can be estimated using the analytic 

formula of Shaman and Stine (1988), and the bias-corrected estimator can be obtained as  

)̂(ˆ)̂,...,,̂̂(ˆ
10  Biasc

P

ccc  .                                                     (2) 

The residuals associated with 
ĉ  are denoted as  n

pt

c

te
1 . Generate an artificial data set 

recursively using the backward AR form, as 
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,ˆ...ˆˆ ***

110

*

tpt

c

pt

cc

t vYYY                                                                              (3)   

where the p starting vales are set equal to the last p values of the original series, and 
*

tv  is a 

random draw from  n

pt

c

te
1  with replacement. Using the artificial data set  n

ttY
1

*


, the 

parameters of the forward model (1) are estimated, and the LS estimators are denoted as 
*̂ . 

Obtain the bias-corrected estimator )(̂ˆˆ ***  Biasc  , again using the Shaman-Stine bias 

formula, as in equation (2). The bootstrap replicates of the AR forecast for Yn+h made at time 

period n are generated recursively as  

,)(ˆ...)1(ˆ)̂( *****

1

*

0

*

hnn

c

pn

cc

n uphYhYhY                                                 (4) 

where jnjnn YYjY ** )(  for j  0, and un h
*

 is a random draw from  n

pt

c

te
1  with 

replacement. Repeat equations (3) and (4) many times, say B, to yield the bootstrap 

distribution for the AR forecast  B
in ihY

1

* );(


. The 100(1–)% prediction interval for Yn+h, 

based on the percentile method (Efron & Tibshirani, 1993), is calculated as 

)]1,(),,([ **  hYhY nn , where ),(* hYn  is the 100th percentile of the bootstrap distribution 

 B
in ihY

1

* );(


, and  = 0.5.  

  

Seasonal ARIMA models 

The general form of the seasonal ARIMA model (Box et al., 1994) with periodicity s (s = 12 

for monthly data) can be written as 

( ) ( ) ( ) ( ) ,s d D s

p P s t q Q tB B Y B B u                                                                   (5) 

where ut is a white noise process with fixed variance and  is a constant. B is the backward 

shift operator, and 
dd B)1(  and 

DsD
s B)1(  are the operators for the d

th
 order 
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monthly difference and the D
th

 order annual difference, respectively. p(B), q(B), P(B
s
) and 

Q(B
s
) are the polynomials in B and B

s
, which can be written as  

 p(B) = 1 – 1B – …– pB
p
,    q(B) = 1 – 1B – …– qB

q
,                           

P(B
s
) = 1 – 1B

s
 – … – PB

Ps
, and   Q(B

s
) = 1 – 1B

s
 – …– QB

Qs
, 

where the s, s, s and s are parameters to be estimated. The model parameters are 

estimated using the maximum likelihood method. The point forecast Yn(h) for Yn+h is 

generated recursively using the estimated coefficients, conditional on the observed time 

series. The prediction intervals can be constructed in the usual way under the assumption of 

normality. For model selection, we follow the automatic procedure described by Hyndman 

and Khandakar (2008), where the numbers of differencing and seasonal differencing d and D 

are determined using the Canova-Hansen (1995) seasonal unit root test, and the orders p, q, 

Ps, and Qs of model (5) are selected using the AIC, following the step-wise procedure for 

traversing the model space.  

  

Harvey’s basic structural model 

The basic structural time series model of Harvey (1989) decomposes an observed time series 

into different unobserved components. These components can be forecast individually and 

combined to produce a forecast for the observed series. The model may be written as  

Yt = t + t +t ,     

where Yt is the observed time series, t is the trend component, t is the seasonal component 

and t is the random component. The trend and seasonal components are assumed to be 

uncorrelated, while t is assumed to be white noise. 

 

The trend, which represents the long-term movement in a series, can be represented by 
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t = t–1 + t–1+ t ,                                                                                                      

t = t–1 + t ,                                                 

where   t NID~ ( , )0 2

 and   t NID~ ( , )0 2

. The seasonal component is specified as  

 





1

1

s

j

tjtt w , 

where ),0(~ 2

wt NIDw  . The seasonality is deterministic when 02 w .  

 

The point forecasts are generated by running the Kalman filter for the above structural model 

expressed in state space form. The prediction interval is obtained under the assumption of 

normality, using the prediction error variance given by Harvey (1989, p. 222).  

 

State space models for exponential smoothing  

The general form of these models can be written as  

 tttt XrXwY )()( 11  ;  tttt XgXfX )()( 11  , 

where t is a Gaussian white noise with zero mean and fixed variance, and  

 ),...,,,,( 11
  mtttttt sssblX  

is a state vector, while lt, bt, and st denote the level, slope, and seasonal components at time t, 

respectively, and m is the length of seasonality. According to Hyndman et al. (2008), the 

updating formulae of all exponential smoothing methods are special cases of the above 

general model. 

The innovations state space models are estimated using the maximum likelihood method, and 

the model selection is done automatically using the AIC. Further details of the point 

forecasting, interval forecasting, and automatic model selection procedures are given by 

Hyndman and Khandakar (2008). 
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Table 1. Results of the Diebold-Mariano test for the equality of the MSFEs of point forecasts 

h AR SARIMA ST ETS1 ETS2 

1 13 11 13 12 13 

2 11 10 12 12 12 

3 8 10 12 11 11 

4 5 10 11 10 9 

5 5 11 11 10 10 

6 5 12 10 10 9 

7 5 12 11 10 10 

8 6 11 11 10 10 

9 6 12 11 11 10 

10 8 12 10 10 11 

11 8 11 10 9 11 

12 7 11 10 9 10 
 

 

The null hypothesis MSFE(BOOT) = MSFE(i) is tested against the two-tailed alternative, where i  {AR, 

SARIMA, ST, ETS1, ETS2}, while MSFE(BOOT) is used as a benchmark. 

 

AR: autoregressive model 

BOOT: forecasting with bootstrap bias-corrected AR parameters  

ST: Harvey’s structural time series models 

SARIMA: seasonal ARIMA models 

ETS1: innovations state space models, chosen from models with either multiplicative or additive errors 

ETS2: innovations state space models, chosen from models with only additive errors 

 

For each cell, the entry represents the number of cases in which the null is accepted at the 5% level of 

significance, for the total of 13 time series.  
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Figure 1. Time plots of selected time series (in natural log) 
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Figure 2. Sample autocorrelation functions of selected time series: the first difference of the 

time series filtered with seasonal dummy variables 
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