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1 Introduction

In this paper we solve the following “polynomial moment problem”: for a complex polynomial \( P(z) \) and distinct complex numbers \( a, b \) to describe polynomials \( q(z) \) such that

\[
\int_a^b P^i(z)q(z)dz = 0
\]

for all integer \( i \geq 0 \).

The polynomial moment problem was posed in the series of papers [2]-[5] in connection with the center problem for the Abel differential equation

\[
\frac{dy}{dz} = p(z)y^2 + q(z)y^3
\]

with polynomial coefficients \( p(z), q(z) \) in the complex domain. For given complex numbers \( a, b \) the center problem for the Abel equation is to find necessary and sufficient conditions on \( p(z), q(z) \) which imply the equality \( y(b) = y(a) \) for any solution \( y(z) \) of (2) with \( y(a) \) small enough. This problem is closely related to the classical Center-Focus problem of Poincare and has been studied in many recent papers (see e.g. [1]-[9], [26]).

The center problem for the Abel equation is connected with the polynomial moment problem in several ways. For example, it was shown in [4] that for the parametric version

\[
\frac{dy}{dz} = p(z)y^2 + \varepsilon q(z)y^3
\]

of (2) the “infinitesimal” center conditions with respect to \( \varepsilon \) reduce to moment equations (1) with \( P(z) = \int p(z)dz \). On the other hand, it was shown in [7] that “at infinity” (under an appropriate projectivization of the parameter space) the system of equations on the coefficients of \( q(z) \), describing the center set of (2) for fixed \( p(z) \), also reduces to (1). Many other results concerning connections between the center problem and the polynomial moment problem can be found in [7]. These results convince that a thorough description of solutions of system (1) is an important step in understanding of the center problem for the Abel equation.
There exists a natural condition on $P(z)$ and $Q(z) = \int q(z)dz$ which reduces equations (1), (2) to similar equations with respect to polynomials of lesser degrees. Namely, suppose that there exist non-linear polynomials $\tilde{P}(z)$, $\tilde{Q}(z)$, $W(z)$ such that

$$P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z)).$$

(3)

Then performing the change of variable $w = W(z)$ we see that

$$\int_a^b P^i(z)q(z)dz = \int_{W(a)}^{W(b)} \tilde{P}^i(w)\tilde{Q}’(w)dw.$$

(4)

Similarly, equation (2) transforms to the equation

$$\frac{dy}{dw} = \tilde{P}’(w)\tilde{y}^2 + \tilde{Q}(w)\tilde{y}^3$$

(5)

and any solution $y(z)$ of equation (2) is the pull-back

$$y(z) = \tilde{y}(W(z))$$

(6)

of a solution $\tilde{y}(w)$ of equation (5).

Furthermore, if the polynomial $W(z)$ in (3) satisfies the equality

$$W(a) = W(b)$$

(7)

then in view of (6) equation (2) has a center. Similarly, in view of (4) condition (7) implies that $Q(z)$ is a solution of system (1). This justifies the following definition: a center for equation (2) or a solution of system (1) is called reducible if there exist polynomials $\tilde{P}(z)$, $\tilde{Q}(z)$, $W(z)$ such that conditions (3), (7) hold.

The main conjecture concerning the center problem for the Abel equation (“the composition conjecture”), supported by the results obtained in the papers cited above, states that any center for the Abel equation is reducible (see [7] and the bibliography there).

By analogy with the composition conjecture it was suggested (“the composition conjecture” for the polynomial moment problem) that, under the additional assumption $P(a) = P(b)$, any solution of (1) is reducible. This conjecture was shown to be true in many cases. For instance, if $a, b$ are not critical points of $P(z)$ ([9]), if $P(z)$ is indecomposable ([16]), and in some other special cases (see [20], [19], [22]). Nevertheless, in general the composition conjecture for the polynomial moment problem fails to be true. Namely, if for a given polynomial $P(z)$ several reducible solutions of (1) exist then it may happen that the sum of these solutions is an irreducible solution ([15]). The simplest explicit example of an irreducible solution of (1) obtained in this way has the following form:

$$P(z) = T_6(z), \quad q(z) = T_2^2(z) + T_4^2(z), \quad a = -\sqrt{3}/2, \quad b = \sqrt{3}/2,$$

where $T_n(z)$ is the $n$-th Chebyshev polynomial (recall that $T_n(z) = T_{n/d}(T_d(z))$ for any $d|n$).
It was conjectured in [17] that actually any irreducible solution of (1) is a sum of reducible ones. In view of the fact that all compositional factors $W(z)$ of a polynomial $P(z)$ can be defined explicitly such a description of irreducible solutions of (1) would be very convenient, especially for applications to the Abel equation (cf. [7]). However, until now this conjecture was verified only for the case $P(z) = T_n(z)$ which is rather special (see [18]).

Explicit necessary and sufficient conditions for a polynomial $q(z)$ to be a solution of (1) were constructed in [20]. Set $n = \deg P(z)$ and denote by $P_i^{-1}(z)$, $1 \leq i \leq n$, the branches of the algebraic function $P^{-1}(z)$. It was shown in [20] that there exists a system of equations

$$\sum_{i=1}^{n} f_{s,i} Q(P_i^{-1}(z)) = 0, \quad 1 \leq s < n, \quad (8)$$

with $f_{s,i}$ taking values in the set $\{0, -1, 1\}$, such that (1) holds if and only if (8) holds. Moreover, this system was constructed explicitly with the use of a special planar tree $\lambda_P$ which represents the monodromy group $G_P$ of the algebraic function $P^{-1}(z)$ in a combinatorial way. By construction, points $a, b$ are vertices of $\lambda_P$ and system (8) reflects the combinatorics of the path connecting $a, b$ on $\lambda_P$.

A finite system of equations (8) is more convenient for a study than the initial infinite system of equations (1). In particular, in many cases the analysis of (8) permits to conclude that for given $P(z), a, b$ any solution of (1) is reducible (see [20]). In this paper we develop the necessary algebraic and analytic techniques in order to describe the solutions of (8) in general case and, as a corollary, prove the conjecture above. So, our main result is the following theorem.

**Theorem.** A non-zero polynomial $q(z)$ is a solution of system (1) if and only if $Q(z) = \int q(z)dz$ can be represented as a sum of polynomials $Q_j(z)$ such that

$$P(z) = \tilde{P}_j(W_j(z)), \quad Q_j(z) = \tilde{Q}_j(W_j(z)), \quad \text{and} \quad W_j(a) = W_j(b) \quad (9)$$

for some polynomials $\tilde{P}_j(z), \tilde{Q}_j(z), W_j(z)$.

Note that since conditions of the theorem impose no restrictions on the values of $P(z)$ at the points $a, b$ the theorem implies in particular that non-zero solutions of (1) exist if and only if the equality $P(a) = P(b)$ holds.

The paper is organized as follows. In the second section we give a brief account of definitions and results related to the polynomial moment problem and prove an extended version of criterion (8). Besides, we introduce the “module of relations” $M_{P,a,b}$ connected with (8). By definition, $M_{P,a,b}$ is a subspace of $\mathbb{Q}^n$ generated by the vectors

$$(f_{s,s(1)}, f_{s,s(2)}, \ldots, f_{s,s(n)})$$

for all $s$, $1 \leq s < n$, and $\sigma \in G_P$. Notice that, by construction, $M_{P,a,b}$ is an invariant subspace of $\mathbb{Q}^n$ with respect to the permutation representation of the group $G_P$.  
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Since \( P(z) \) is a polynomial, the group \( G_P \) contains a cycle of length equal to the degree of \( G_P \). Such groups possess a number of remarkable properties and have a developed theory which goes back to Schur. In the third section of the paper, written entirely in the framework of the group theory, we show that for any permutation group \( G \) of degree \( n \), containing a cycle of length \( n \), the subspaces of \( \mathbb{Q}^n \) which are invariant with respect to the permutation representation of \( G \) can be described explicitly via the imprimitivity systems of \( G \) only. We believe that this result is new and interesting by itself.

Finally, in the fourth section, using the description of \( G_P \)-invariant subspaces of \( \mathbb{Q}^n \) and the Puiseux expansions technique, we describe all rational functions \( Q(z) \) such that a function defined near infinity by the equality

\[
H(t) = \int_a^b \frac{Q(z)P'(z)dz}{P(z) - t},
\]

is rational. The solution of the polynomial moment problem is obtained as a corollary of this description since in the case when \( Q(z) \) is a polynomial the rationality of \( H(t) \) turns out to be equivalent to system (1).
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2 Preliminaries

2.1 Criterion for \( H(t) \) to be rational

Unless stated otherwise, in this paper \( P(z) \) denotes a polynomial while \( Q(z) \) denotes a rational function such that

\[
Q(a) = Q(b) = 0.
\]  

(10)

In particular, we suppose that condition (10) holds when we use the notation \( Q(z) = \int q(z)dz \) for a primitive of a solution of the polynomial moment problem (in view of (1) taken for \( i = 0 \) the values of any primitive of \( q(z) \) at points \( a, b \) coincide).

For a curve \( \Gamma_{a,b} \subset \mathbb{C} \) connecting points \( a \) and \( b \) and \( P(z), Q(z) \) as above we will denote by \( H(t) = H(P, Q, \Gamma_{a,b}, t) \) a function defined near infinity by the equality

\[
H(t) = \int_{\Gamma_{a,b}} \frac{Q(z)P'(z)dz}{P(z) - t}.
\]  

(11)

After the change of variable \( z \to P(z) \) the integral above becomes the Cauchy type integral

\[
\int_{\gamma} \frac{g(z)dz}{z - t},
\]  

(12)

where \( \gamma = P(\Gamma_{a,b}) \) and \( g(z) \) is an algebraic function obtained by the analytic continuation of a germ of the algebraic function \( g(z) = Q(P^{-1}(z)) \) along \( \gamma \).
(see the paper [19] for the general theory of Cauchy type integrals of algebraic functions). Integral representation (12) defines a collection of univalent regular functions \( I_i(t) \), where each \( I_i(t) \) is defined in a domain \( U_i \) of the complement of \( \gamma \) in \( \mathbb{C}P^1 \) and, by definition, \( H(t) \) coincides with a function which corresponds to a domain containing infinity.

**Lemma 2.1.** Let \( P(z), q(z) \) be polynomials, \( a, b \) be distinct complex numbers, and \( Q(z) = \int q(z)dz \). Then the following conditions are equivalent:

1) the equalities
\[
\int_a^b P_i(z)q(z)dz = 0,
\]
hold for all \( i \geq 0 \),

2) the equalities
\[
\int_a^b P_i(z)Q(z)P_i(z)dz = 0,
\]
hold for all \( i \geq 0 \),

3) the function \( H(t) \) vanishes identically for any path \( \Gamma_{a,b} \) connecting the points \( a \) and \( b \).

**Proof.** It may be verified by a direct calculation (see [20], p. 753) that
\[
\frac{dH(t)}{dt} = \frac{Q(a)}{P(a) - t} - \frac{Q(b)}{P(b) - t} + \tilde{H}(t),
\]
where
\[
\tilde{H}(t) = \int_a^b \frac{q(z)dz}{P(z) - t}. \tag{13}
\]
Now the lemma follows from the fact that the integrals appearing in conditions 1) and 2) of the lemma are coefficients of the Taylor expansions near infinity of the functions \( \tilde{H}(t), H(t) \) respectively. \( \square \)

The lemma 2.1 shows that the polynomial moment problem is equivalent to the problem of description of polynomials \( Q(z) \) for which \( H(t) \equiv 0 \) and it was shown in [20] that \( H(t) \equiv 0 \) if and only if \( Q(z) \) satisfies a certain system of equation (8).

In this paper we will allow \( Q(z) \) to be a rational function and will investigate conditions under which \( H(t) \) is a rational function. The motivation for such a setting is the fact that from the algebraic point of view it is more natural to investigate all rational solutions \( Q(z) \) of system (8) not only polynomial ones. In general, such solutions lead to rational \( H(t) \). On the other hand, as we will see below if \( Q(z) \) is a polynomial then the property of \( H(t) \) to be rational is equivalent to the condition that \( H(t) \) vanishes identically.

Observe that the property of \( H(t) \) to be rational does not depend on the choice of the integration path \( \Gamma_{a,b} \) (we always will assume that \( \Gamma_{a,b} \) does not contain the poles of \( Q(z) \)). This is the corollary of the following lemma.
Lemma 2.2. For any closed integration path $\Gamma \subset \mathbb{C}$ a function $\hat{H}(t)$ defined near infinity by the integral
\[ \hat{H}(t) = \int_{\Gamma} \frac{Q(z)P'(z)dz}{P(z) - t} \]
is rational.

Proof. Indeed, since $\Gamma$ is closed, $\hat{H}(t)$ is equal to a linear combination of the residues, multiplied by $2\pi i$, of a function
\[ h(t) = \frac{Q(z)P'(z)}{P(z) - t} \]
in some bounded domain $U$ of $\mathbb{C}$. Since $P(z)$ is a polynomial, for $t$ close to infinity a function
\[ \frac{P'(z)}{P(z) - t} \]
is holomorphic in $U$. On the other hand, if $\alpha \in U$ is a pole of order $d$ of $Q(z)$ then setting
\[ Q(z) = \frac{\hat{Q}(z)}{(z - \alpha)^d}, \]
where $\hat{Q}(z)$ is a rational function holomorphic at $\alpha$, we see that the residue of $h(t)$ at $\alpha$ is equal to
\[ \frac{1}{(d-1)!} \lim_{z \to \alpha} \frac{d^{d-1}}{dz^{d-1}} \left( \frac{\hat{Q}(z)P'(z)}{P(z) - t} \right). \]
This implies that $\hat{H}(t)$ is rational. \( \Box \)

In order to obtain a transparent criterion for $H(t)$ to be a rational function it is convenient to choose $\Gamma_{a,b}$ as a path connecting the corresponding vertices on a special tree $\lambda_P$, embedded into the Riemann sphere, defined as follows (see [20]). Let $c_1, c_2, ..., c_k$ be the set of all finite branching points of the algebraic function $P^{-1}(z)$ (this set obviously coincides with the set of all finite critical values of the map $P(z)$) and let $c$ be a non-branching point. Draw a star $S$ joining $c$ with $c_1, c_2, ..., c_k$ by non intersecting arcs $\gamma_1, \gamma_2, ..., \gamma_k$ and define $\lambda_P$ as the preimage of $S$ under the map $P(z) : \mathbb{P} \to \mathbb{P}$ (see Fig. 1). By definition, vertices of $\lambda_P$ are preimages of the points $c_s$, $1 \leq s \leq k$, and $c$, while edges of $\lambda_P$ are preimages of the arcs $\gamma_s$, $1 \leq s \leq k$. Furthermore, we will mark the preimages of the point $c_s$, $1 \leq s \leq k$, by the number $s$. It is not difficult to show that $\lambda_P$ is connected and has no cycles. Therefore, $\lambda_P$ is a plane tree. The set of all edges of $\lambda_P$ adjacent to a non-marked vertex $w$ is called a star of $\lambda_P$ centered at $w$.

Let $U \subset \mathbb{C}$ be a simply connected domain containing the set $S \setminus \{c_1, c_2, ..., c_k\}$ but not containing the points $\{c_1, c_2, ..., c_k\}$. The set of stars of $\lambda_P$ is naturally
identified with the set of single-valued branches $P_i^{-1}(z)$, $1 \leq i \leq n$, of the algebraic function $P^{-1}(z)$ defined in $U$. We will label the star which corresponds to the branch $P_i^{-1}(z)$, $1 \leq i \leq n$, by the symbol $S_i$. Observe that, since $P(z)$ is a polynomial, the element of the monodromy group $G_P$ of the algebraic function $P^{-1}(z)$ corresponding to the loop around infinity is a cycle of length $n$. We always will assume that the numeration of branches $P_i^{-1}(z)$, $1 \leq i \leq n$, is chosen in such a way that this cycle coincides with the cycle $(12\ldots n)$ (this numeration is defined uniquely up to the choice of $P_0(z)$).

The tree constructed above is known under the name of “constellation” and is very useful for the combinatorial analysis of the group $G_P$ (see [13] for further details and other versions of this construction). Since however the points $a, b$ are vertices of so constructed $\lambda_P$ only if $P(a)$ and $P(b)$ are critical values of $P(z)$, in case if $P(a)$ or $P(b)$ (or both of them) is not a critical value of $P(z)$ we modify the construction as follows: take as $c_1, c_2, \ldots, c_k$ all finite critical values of $P(z)$ complemented by $P(a)$ or $P(b)$ (or by both of them) and as above set $\lambda_P = P^{-1}\{S\}$, where $S$ is the star connecting $c$ with $c_1, c_2, \ldots, c_k$ (we suppose that $c$ is chosen distinct from $P(a), P(b)$). Clearly, $\lambda_P$ is still connected and has no cycles. Furthermore, the points $a, b$ are vertices of $\lambda_P$. Since $\lambda_P$ is connected and has no cycles there exists a unique oriented path $\mu_{a,b} \subset \lambda_P$ with the starting point $a$ and the ending point $b$.

By construction, if we choose $\mu_{a,b}$ as a new way of integration then after the change of variable $z \to P(z)$ integral (12) reduces to the sum of integrals

$$H(t) = \sum_{s=1}^{k} \int_{\gamma_s} \frac{\varphi_s(z)}{z - t} \, dz,$$

where $\varphi_s(z), 1 \leq s \leq k$, are linear combinations of the functions $Q(P_i^{-1}(z))$,
\[ \varphi_s(z) = \sum_{i=1}^{n} f_{s,i} Q(P_i^{-1}(z)), \]

where \( f_{s,i} \neq 0 \) if and only if the path \( \mu_{a,b} \) contains an edge \( e \) of \( \lambda_P \) such that \( e \) is adjacent to an \( s \)-vertex \( v_s \) and is contained in the star \( S_s \). Furthermore, if when crossing \( S_s \) the vertex \( v_s \) is followed by the center of \( S_s \) then \( f_{s,i} = -1 \) otherwise \( f_{s,i} = 1 \). For example, for the graph \( \lambda_P \) shown on Fig. 1 and the path \( \mu_{a,b} \subset \lambda_P \) pictured by the fat line we have:

\[ \begin{align*}
\varphi_1(z) &= -Q(P_2^{-1}(z)) + Q(P_3^{-1}(z)) - Q(P_7^{-1}(z)), \\
\varphi_2(z) &= Q(P_7^{-1}(z)) - Q(P_4^{-1}(z)), \\
\varphi_3(z) &= Q(P_2^{-1}(z)) - Q(P_3^{-1}(z)) + Q(P_4^{-1}(z)).
\end{align*} \]

**Theorem 2.1.** Let \( P(z) \in \mathbb{C}[z] \), \( Q(z) \in \mathbb{C}(z) \), and \( a, b \in \mathbb{C}, a \neq b \). Then \( H(t) \) is a rational function if and only if \( \varphi_s(z) \equiv 0 \) for any \( s, 1 \leq s \leq k \).

**Proof.** Let us suppose at first that \( \lambda_P \) does not contain poles of \( Q(z) \). In this case representation (14) is well defined. This implies in particular that the function \( H(t) \) extends to a function analytic in the domain \( \mathbb{C}P^1 \setminus S \). Furthermore, since a small deformation of \( S \setminus \{c_1, c_2, \ldots, c_k\} \) does not change the germ of \( H(t) \) near infinity, it is easy to see that we can continue \( H(t) \) analytically to any point of \( \mathbb{C}P^1 \setminus \{c_1, c_2, \ldots, c_k\} \).

If \( z_0 \) is an interior point of some \( \gamma_s, 1 \leq s \leq k \), then by the well-known boundary property of Cauchy type integrals we have:

\[ \lim_{t \to z_0^+} H(t) - \lim_{t \to z_0^-} H(t) = \varphi_s(z_0), \]

where the limits are taken respectively for \( t \) tending to \( z_0 \) from the “left” and from the “right” parts of \( \gamma_s \). Clearly, if \( H(t) \) is a rational function then the limits above coincide for any \( z_0 \) and hence \( \varphi_s(z) \equiv 0 \). On the other hand, if

\[ \varphi_s(z) \equiv 0, \quad 1 \leq s \leq k, \]

then it follows directly from formula (14) that \( H(t) \equiv 0 \).

Suppose now that \( \lambda_P \) contains some poles of \( Q(z) \). First of all observe that performing in case of necessity a small deformation of \( S \setminus \{c_1, c_2, \ldots, c_k\} \) we may assume that these poles are located only at the preimages of the points \( c_1, c_2, \ldots, c_k \). Deform now the path \( \mu_{a,b} \) as follows. First, construct for each \( s, 1 \leq s \leq k \), a small loop \( \delta_s \) around \( c_s \). Then for each pole \( x \in \mu_{a,b} \) for which \( P(x) = s, 1 \leq s \leq k \), replace a small part of \( \mu_{a,b} \) near \( x \) by a part \( \omega_x \) of the connectivity component of the preimage \( P^{-1}(\delta_s) \) which bounds the domain containing \( x \) (see Fig. 2).

By construction, for the function \( H(t) \) corresponding to so defined new way of integration we have:

\[ H(t) = \sum_{s=1}^{k} \int_{\gamma_s} \frac{\varphi_s(z)}{z-t} \, dz + \sum_{s} \int_{\delta_s} \frac{g_s(z)}{z-t} \, dz + \sum_{s} \int_{\delta_s} \frac{h_s(z)}{z-t} \, dz, \]
where \( l_s \) is the part of \( S \) which is inside of the domain bounded by \( \delta_s \). \( g_s(z) \) are some linear combinations of the branches of \( P^{-1}(z) \), and \( h_s(z) \) are analytic continuations of \( g_s(z) \) along \( \delta_s \). Observe now that we can take the loops \( \delta_s \) as close to the corresponding \( c_s, 1 \leq s \leq k \), as we want. This implies that the function \( H(t) \) can have singularities only at the points \( c_1, c_2, \ldots, c_k \). Furthermore, in view of (16), this implies that \( H(t) \) does not ramify at \( c_s, 1 \leq s \leq k \), if and only if condition (17) holds. In particular, condition (17) is necessary for the rationality of \( H(t) \). On the other hand, since condition (17) implies that \( H(t) \) does not ramify at \( c_s, 1 \leq s \leq k \), in order to prove the sufficiency of (17) we only must show that Laurent series expansions of \( H(t) \) near \( c_s \) can not contain an infinite number of negative degree terms.

So, suppose that condition (17) holds. Then we have:

\[
H(t) = \sum_{s=1}^{k} \int_{l_s} \frac{g_s(z)}{z - t} \, dz + \sum_{s=1}^{k} \int_{\delta_s} \frac{h_s(z)}{z - t} \, dz. 
\]

Any integral form the second sum in (18) induces two analytic functions \( I^+_s(t) \) and \( I^-_s(t) \) defined outside and inside of \( \delta_s \) respectively from which the function \( I^+_s(t) \) gives a contribution to \( H(t) \). \( I^+_s(t) \) and \( I^-_s(t) \) are connected in a neighborhood of \( \delta_s \) by the boundary formula

\[
I^+_s(t) = I^-_s(t) + h_s(t). 
\]

Defining the analytic continuation of \( I^+_s(t) \) as the analytic continuation of the right side of this equality we see that \( I^+_s(t) \) can be continued analytically inside of the domain bounded by \( \delta_s \) with the point \( c_s \) removed. Furthermore, it follows from (19) that at \( c_s \) the analytic continuation of \( I^+_s(t) \) can have only finite number of negative degree terms in its Puiseux expansion.

On the other hand, it is known (see [19], Theorem 3.4) that in a neighborhood of the end point \( z_0 \) of a non-closed integration way \( l \) the Cauchy type integral of an algebraic function \( g(z) \) bounded on \( l \) has the form

\[
\int_{l} \frac{g(z)}{z - t} \, dz = u(t) \log(t - z_0) + v(t), 
\]
where \( u(t) \) is a function analytic at \( z_0 \) and \( v(t) \) is a bounded function which has a finite ramification at \( z_0 \). In particular, the \( s \)-th integral from the first sum in (18) near \( c_s, 1 \leq s \leq k \), has the form

\[
 u_s(t) \log(t - c_s) + v_s(t),
\]

where \( u_s(t) \) is a function analytic at \( c_s \) and \( v_s(t) \) is a bounded function which has a finite ramification at \( c_s \).

Since other integrals from (18) are holomorphic or have a finite ramification at \( c_s \), we see that if \( H(t) \) has no ramification at \( c_s \) then \( u_s(t) \equiv 0 \) near \( c_s \). Therefore, formulas (19), (21) imply that \( H(t) \) can have only finite number of negative degree terms in its Puiseux expansion near \( c_s, 1 \leq s \leq k \). Since \( H(t) \) has no ramification at \( c_s, 1 \leq s \leq k \), we conclude that \( c_s \) is a pole of \( H(t) \) at worst. This proves the sufficiency of condition (17).

Note that the above construction shows that if \( Q(z) \) is a polynomial then \( H(t) \) is a rational function if and only if \( H(t) \equiv 0 \). Indeed, in this case \( H(t) \) does not depend on the integration path. On the other hand, as we saw, for the path \( \mu_{a,b} \) the rationality of \( H(t) \) implies that \( H(t) \equiv 0 \). More generally, if \( Q(z) \) is a rational function which does not have poles on the set \( P^{-1} \{c_1, c_2, ..., c_k\} \) then the rationality of \( H(t) \) for some path \( \Gamma_{a,b} \) implies that for the path \( \mu_{a,b} \) the corresponding function \( H(t) \) vanishes.

2.2 Subspace \( M_{P,a,b} \)

The simplest form of the equality \( \varphi_s(z) = 0, 1 \leq s \leq k \), is the equality

\[
 Q(P^{-1}_{i_1}(z)) = Q(P^{-1}_{i_2}(z))
\]

for some \( i_1 \neq i_2, 1 \leq i_1, i_2 \leq n \). Furthermore, such an equality has the clear functional meaning.

For \( P(z), Q(z) \in \mathbb{C}(z) \) denote by \( d(Q(P^{-1}(z))) \) the degree of the algebraic function \( Q(P^{-1}(z)) \) that is the number of its different branches.

**Lemma 2.3.** Let \( P(z), Q(z) \in \mathbb{C}(z) \). Then

\[
 d(Q(P^{-1}(z))) = \deg P(z)/[\mathbb{C}(z) : \mathbb{C}(P, Q)].
\]

**Proof.** See e. g. [16], lemma 1. \( \square \)

Notice that, since by the Luroth theorem any subfield of \( \mathbb{C}(z) \) has the form \( \mathbb{C}(W(z)) \) for some \( W(z) \in \mathbb{C}(z) \), lemma 2.3 implies that equality (22) holds if and only if

\[
 P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z))
\]

for some \( \tilde{P}(z), \tilde{Q}(z), W(z) \in \mathbb{C}(z) \) with \( \deg W(z) > 1 \).

For any element \( \sigma \) of the monodromy group \( G_P \) of the algebraic function \( P^{-1}(z) \) the equality \( \varphi_s(z) = 0, 1 \leq s \leq k \), implies by the analytic continuation
the equality
\[ \sum_{i=1}^{n} f_{s,i} Q(P_{\sigma(i)}^{-1}(z)) = 0. \]
Changing \( \sigma \) by \( \sigma^{-1} \) we see that theorem 2.1 implies that \( H(t) \) is a rational
function if and only if
\[ \sum_{i=1}^{n} f_{s,\sigma(i)} Q(P_{i}^{-1}(z)) = 0 \]
for any \( \sigma \in G_P \) and \( s, 1 \leq s \leq k \).
Denote by \( M_{P,a,b} \) the subspace of \( \mathbb{Q}^n \) generated by the vectors
\[ (f_{s,\sigma(1)}, f_{s,\sigma(2)}, \ldots, f_{s,\sigma(n)}) \]
for all \( s, 1 \leq s \leq k \), and \( \sigma \in G_P \). Abusing notation we usually will not distin-
guish an element of \( M_{P,a,b} \) and the corresponding equation connecting branches
of \( Q(P^{-1}(z)) \). For example, instead of the notation
\[ (0, 0, \ldots, 1, \ldots, 0, \ldots, -1, \ldots, 0, 0) \]
for an element of \( M_{P,a,b} \) we will use simply equality (22).

It turns out that \( M_{P,a,b} \) always contains certain specific elements the form
of which depends only on the local behavior of \( P(z) \) near points \( a, b \). Denote by
\( P_{a_1}^{-1}(z), P_{a_2}^{-1}(z), \ldots, P_{a_{d_a}}^{-1}(z) \) (resp. \( P_{b_1}^{-1}(z), P_{b_2}^{-1}(z), \ldots, P_{b_{d_b}}^{-1}(z) \)) the branches
of \( P^{-1}(z) \) in \( U \) which map points close to \( P(a) \) (resp. \( P(b) \)) to points close to
\( a \) (resp. \( b \)). In particular, \( d_a \) (resp. \( d_b \)) equals the multiplicity of the point \( a \)
(resp. \( b \)) with respect to \( P(z) \).

**Proposition 2.1.** Suppose that \( P(a) = P(b) \). Then \( M_{P,a,b} \) contains the element
\[ \frac{1}{d_a} \sum_{s=1}^{d_a} Q(P_{a_s}^{-1}(z)) = \frac{1}{d_b} \sum_{s=1}^{d_b} Q(P_{b_s}^{-1}(z)). \] (25)
On the other hand, if \( P(a) \neq P(b) \) then \( M_{P,a,b} \) contains the elements
\[ \frac{1}{d_a} \sum_{s=1}^{d_a} Q(P_{a_s}^{-1}(z)) = 0, \quad \frac{1}{d_b} \sum_{s=1}^{d_b} Q(P_{b_s}^{-1}(z)) = 0. \] (26)

**Proof.** Can be deduced from theorem 2.1 exactly in the same way as it was
done in [20], proposition 4.1, for the case when \( Q(z) \) is a polynomial, or from
the properties of Cauchy type integrals of algebraic functions (see [19], Corollary
3.9). \( \square \)

The proposition below, proved in [20] with the use of some topological con-
siderations related to the topology of sphere (see the “Monodromy Lemma”, p.
describes some specific property of the mutual position on the unit circle of the sets
\[ V(a) = \{ \varepsilon_n^{a_1}, \varepsilon_n^{a_2}, \ldots, \varepsilon_n^{a_n} \} \quad \text{and} \quad V(b) = \{ \varepsilon_n^{b_1}, \varepsilon_n^{b_2}, \ldots, \varepsilon_n^{b_n} \}, \]
where \( \varepsilon_n = \exp(2\pi i/n) \) (recall our convention about the numeration of branches of \( P^{-1}(z) \)).

Let us introduce the following definitions. Say that two sets of points \( X, Y \) on the unit circle \( S^1 \) are disjointed if there exist \( s_1, s_2 \in S^1 \) such that all points from \( X \) are on the one of two connected components of \( S^1 \setminus \{ s_1, s_2 \} \) while all points from \( Y \) are on the other one. Say that \( X, Y \) are almost disjointed if \( X \cap Y \) consists of a single point \( s_1 \) and there exists a point \( s_2 \in S^1 \) such that all points from \( X \setminus s_1 \) are on the one of two connected components of \( S^1 \setminus \{ s_1, s_2 \} \) while all points from \( Y \setminus s_1 \) are on the other one.

**Proposition 2.2.** The sets \( V(a) \) and \( V(b) \) are disjointed or almost disjointed. Furthermore, if \( P(a) = P(b) \) then \( V(a) \) and \( V(b) \) are disjointed.

**Remark.** A general algebraic approach to linear relations between roots of algebraic equations was developed in the papers [10], [11]. In particular, it follows from Theorem 1 of [11] that a necessary and sufficient condition for the existence of at least one solution of (17), such that the functions \( Q(P_1^{-1}(z)) \), \( 1 \leq i \leq n \), are distinct between themselves, is that the subspace \( M_{P,a,b} \) does not contain elements of the form (24). An equivalent form of this condition is that the subspace \( M_{P,a,b} \) does not contain any of subspaces \( V_d^+ \), \( d \in D(G_P) \), which are defined below. Notice however that the method of [11] does not provide any information about the description or the actual finding of these solutions.

### 3 Permutation representations of groups containing a full cycle

#### 3.1 Invariant subspaces and the centralizer ring

The construction of \( M_{P,a,b} \) implies that \( M_{P,a,b} \) is an invariant subspace of \( \mathbb{Q}^n \) with respect to the so called permutation representation of the group \( G_P \) on \( \mathbb{Q}^n \). By definition, the permutation representation of a transitive permutation group \( H \subseteq S_n \) on \( \mathbb{Q}^n \) is a homomorphism \( R_H : H \to GL_n(\mathbb{Q}) \) which associates to \( h \in H \) a matrix \( R_H(h) \) for which \( r_{i,j} = 1 \) if \( j = i^h \) and 0 otherwise. In other words,

\[
R_H(h) \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{pmatrix} = \begin{pmatrix} x_{1^h} \\ x_{2^h} \\ \vdots \\ x_{n^h} \end{pmatrix}.
\]

Note that \( \mathbb{Q}^n \) admits a \( R_H \)-invariant scalar product \( (x, y) := \sum_{i=1}^n x_i y_i \).
The goal of this section is to provide a full description of the invariant subspaces of $\mathbb{Q}^n$ with respect to the permutation action of $G_P$. More general, we classify all invariant subspaces of $\mathbb{Q}^n$ with respect to the permutation representation of an arbitrary group $G \subseteq S_n$ containing the cycle $(1,\ldots,n)$. In the following $G$ will always denote such a group.

Recall that a subset $B$ of $X = \{1, 2, \ldots, n\}$ is called a block ([25]) of a transitive permutation group $H \subseteq S_n$ if for each $h \in H$ the set $B^h$ is either disjoint or equal to $B$. For a block $B$ the set $\mathcal{B} := \{B^h \mid h \in H\}$ forms a partition of $X$ into a disjoint union of blocks of equal cardinality which is called an imprimitivity system of $H$. Each permutation group $H \subseteq S_n$ has two trivial imprimitivity systems: one formed by singletones and another formed by the whole $X$. A permutation group is called primitive if it has only trivial imprimitivity systems. Otherwise it is called imprimitive.

For each $d \mid n$ we denote by $V_d$ the subspace of $\mathbb{Q}^n$ consisting of $d$-periodic vectors. The fact that the group $G$ contains the cycle $(1,\ldots,n)$ implies easily the following statement.

**Lemma 3.1.** Any imprimitivity system for $G$ coincides with the residue classes modulo $d$ for some $d \mid n$. Furthermore, for given $d$ such classes form an imprimitivity system for $G$ if and only if the subspace $V_d$ is $G$-invariant. \hfill $\Box$

Denote by $D(G)$ the set of all divisors of $n$ for which $V_d$ is $G$-invariant. Clearly, $1,n \in D(G)$. Notice that $D(G)$ is a lattice with respect to the operations $\wedge, \vee$, where $d \wedge f := \gcd(d,f)$ and $d \vee f := \text{lcm}(d,f)$. Indeed, for an element $x \in X$ the intersection of two blocks containing $x$ and corresponding to $d,f \in D(G)$ is a block which corresponds to $d \vee f$. On the other hand, the intersection of two invariant subspaces $V_d,V_f$ is an invariant subspace which is equal to $V_{d \wedge f}$.

Say that $d \in D(G)$ covers $f \in D(G)$ if $f \mid d$, $f < d$, and there is no $x \in D(G)$ such that $f < x < d$ and $f \mid x$, $x \mid d$. Now we are ready to formulate the main result of this section.

**Theorem 3.1.** Each $R_G$-irreducible subspace of $\mathbb{Q}^n$ has the form

$$U_d := V_d \cap (V_{f_1}^+ \cap \ldots \cap V_{f_t}^+),$$

where $d \in D(G)$ and $f_1,\ldots,f_t$ is a complete set of elements of $D(G)$ covered by $d$. Every $R_G$-invariant subspace of $\mathbb{Q}^n$ is a direct sum of some $U_d$'s.

The proof of this theorem splits in several steps and is given below. We start from recalling some basics facts of the representations theory which we will use afterwards (see e.g. [12]).

First, any representation of a finite group $H$ over a field $k$ of characteristic not dividing $|G|$ is completely reducible that is a direct sum of irreducible subrepresentations (Maschke’s theorem). Furthermore, irreducible subspaces of a completely reducible representation $T : H \to GL_n(k)$ are in one to one correspondence with minimal idempotents of the centralizer ring $V_k(H)$. Recall that $V_k(H)$ consists of all matrices $A \in M_n(k)$ which commute with every
$T(h), h \in H$, and that a non-zero matrix $E$ is called idempotent if $E^2 = E$. Furthermore, two idempotents $E, F$ are called orthogonal if $EF = FE = 0$ and an idempotent $E \in V_k(H)$ is called minimal if it can not be presented as a sum of two orthogonal idempotents from $V_k(H)$. Under this notation the correspondence above is obtained as follows: to a minimal idempotent $E \in V_k(H)$ corresponds an irreducible subspace $V = \text{Im}\{E\}$.

In general, the decomposition of a completely reducible representation into a sum of irreducible subrepresentations is not uniquely defined. Nevertheless, if $V = V_1^{a_1} \oplus \ldots \oplus V_r^{a_r}$ (27) is a decomposition such that $V_i$, $1 \leq i \leq r$, are non-isomorphic irreducible subrepresentations then the factors $V_i^{a_i}$, $1 \leq i \leq r$, are defined uniquely. They correspond to the minimal idempotents of the center $C(V_k(H))$ of $V_k(H)$.

The centralizer ring $V_k(H)$ is commutative if and only if all the multiplicities of irreducible subrepresentations equal 1. For such representations irreducible invariant subspaces simply correspond to minimal idempotents of $V_k(H)$.

For any group $G$ as above the ring $V_Q(G)$ is isomorphic to a subring of the group algebra of a cyclic group (see Proposition 3.3 below) and therefore is commutative. Summing up we obtain.

**Proposition 3.1.** An $R_G$-invariant subspace $W \subset \mathbb{Q}^n$ is irreducible if and only if there exists a minimal idempotent $E \in V_Q(G)$ such that $\text{Im}\{E\} = W$. Every $R_G$-invariant subspace is a direct sum of some $W$’s.

For each transitive permutation group $H \subseteq S_n$ we can construct some special basis of $V_C(H)$ via orbits of the stabilizer $H_1$ of the point 1 as follows. To each orbit $\Delta$ of $H_1$ associate a matrix $V^\Delta$, where $V^\Delta_{i,j} = 1$ if there exist $h \in H, \delta \in \Delta$ such that $1^h = j, \delta^h = i$, and $V^\Delta_{i,j} = 0$ otherwise. In particular, for the first column of $V^\Delta$ the equality $V^\Delta_{i,1} = 1$ holds if and only if $i \in \Delta$. It turns out that the matrices $V^\Delta$ form a basis of $V_C(H)$ ([25], Theorem 28.4). Furthermore, since by construction the matrices $V^\Delta$ are contained in $M_n(\mathbb{Q})$ they form a basis of $V_Q(H)$. We summarize the properties of $V^\Delta$ in the proposition below (see [25], §28).

**Proposition 3.2.** The matrices $V^\Delta$ satisfy the following conditions:

1. $V^\Delta$ form a basis of the algebra $V_Q(H)$ as of a $\mathbb{Q}$-module,

2. If $\Delta_1 \neq \Delta_2$ then the ones of $\Delta_1$ and $\Delta_2$ do not occur in the same place.

3. For each orbit $\Delta$ there exists an orbit $\Gamma$ such that $(V^\Delta)^T = V^\Gamma$.

Notice that the property (3) implies that for the first row $V^\Delta$ the equality $V^\Delta_{1,j} = 1$ holds if and only if $j \in \Gamma$. Furthermore, it is easy to see that the mapping $\Delta \rightarrow \Gamma$ defines an involution on the set of orbits of $G_1$. 
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3.2 Schur rings

3.2.1 Isomorphism between $S_Q(G)$ and $V_Q(G)$

In order to construct the minimal idempotents of $V_Q(G)$ we will use so called Schur rings introduced by Schur in his classical paper [24] for the investigation of permutation groups $G \subseteq S_n$ containing a regular subgroup $C$ of degree $n$. Since in this paper $C$ always will be a cyclic group, in the following we will restrict our attention to this case only (see [25] for the account of the Schur method in the general case).

The idea of the Schur approach can be described as follows. Suppose that $G$ contains the cycle $c := (1, \ldots, n)$. Then elements of the set $\{1, 2, \ldots, n\}$ can be identified with elements of the cyclic group $C$ generated by $c$ as follows: to the element $i$ corresponds the element of $C$ which transforms 1 to $i$. Therefore, we can consider $G$ as a permutation group on its subgroup $C$. After such an identification we can “multiply” elements of the set $\{1, 2, \ldots, n\}$ and this multiplication is agreed with the action of $G$ in the following sense: if $h, g \in H$ then $h^g = hg$. Furthermore, identifying any two subsets of $\{1, 2, \ldots, n\}$ with the corresponding elements of the group algebra $\mathbb{Q}[C]$ we can define their “product” as the product of these element in $\mathbb{Q}[C]$. The remarkable result of Schur is that under such a multiplication the orbits of the stabilizer $G_1$ form a basis of some subalgebra of $\mathbb{Q}[C]$. To make this statement precise let us introduce the following definition.

For $T \subseteq C$ denote by $T^{(-1)}$ the set of elements of $C$ inverse to the elements of $T$ and by $T$ the formal sum $\sum_{h \in T} h$. The elements of $\mathbb{Q}[C]$ of the form $\sum T$ for some $T \subseteq C$ are called simple quantities ([25]).

**Definition 3.1.** A subalgebra $A$ of the group algebra $\mathbb{Q}[C]$ is called a Schur ring or an $S$-ring over $C$ if it satisfies the following axioms:

1. ($S1$) $A$ as a $\mathbb{Q}$-module has a basis consisting of simple quantities $T_0, \ldots, T_d$, where $T_0 = \{e\}$,
2. ($S2$) $T_i \cap T_j = \emptyset$ for $i \neq j$ and $\bigcup_{j=0}^d T_j = C$,
3. ($S3$) For each $i \in \{0, 1, \ldots, d\}$ there exists $i' \in \{0, 1, \ldots, d\}$ such that $T_i = T_i'^{(-1)}$.

It is not hard to prove that ($S1$) and ($S2$) imply that the basis $T_0, \ldots, T_d$ is unique. This basis is called the standard basis of $A$. The number $d + 1$ is called the rank of $A$. The sets $T_i$, $0 \leq i \leq d$, are called the basic sets of $A$ and the notation $A = \langle T_0, \ldots, T_d \rangle$ will be used if $A$ is an $S$-ring over $C$ whose basic sets are $T_0, \ldots, T_d$. We also write Basic($A$) for the set $\{T_0, \ldots, T_d\}$. Notice that if $A$ is an $S$-ring which is a subring of $A$ then its basic sets are some unions of basic sets of $A$. There are two trivial $S$-rings, namely $\langle g, C \setminus \{e\} \rangle$ and $\mathbb{Q}[C]$.

**Proposition 3.3.** To any group $G$ corresponds a Schur ring $S_Q(G)$ the basic sets of which are the orbits of the stabilizer $G_1$. Moreover, $S_Q(G)$ and $V_Q(G)$ are isomorphic as $\mathbb{Q}$-algebras.
The proposition 3.3 is a particular case of Theorem 28.8 in [25]. It implies in particular that in order to describe the minimal idempotents of $V_Q(G)$ it is enough to describe the ones of $S_Q(G)$. Since however for this propose an explicit construction of the isomorphism between $S_Q(G)$ and $V_Q(G)$ is needed, below we give a short proof of proposition 3.3 which is based on proposition 3.2

**Proof of proposition 3.3.** First of all observe that since $G$ contains $c$ each matrix $M \in V_Q(G)$ is necessarily a circulant that is each row vector of $M$ is rotated one element to the right relative to the preceding row vector, in other words

$$M_{i,j} = M_{1,j-i+1 \mod n}. \quad (28)$$

Define now a mapping $\psi : V_Q(G) \to \mathbb{Q}[C]$ by the formula

$$\psi(M) := \sum_{j=1}^{n} M_{1,j}c^{j-1}$$

and show that $\psi$ is an algebra monomorphism. Indeed, for any $M, N \in V_Q(G)$ we have:

$$\psi(MN) = \sum_{\ell=1}^{n} (MN)_{1,\ell}c^{\ell-1} = \sum_{\ell=1}^{n} \sum_{i=1}^{n} M_{1,i}N_{1,\ell}c^{\ell-1} =$$

$$= \sum_{\ell=1}^{n} \sum_{i=1}^{n} M_{1,i}N_{1,\ell-i+1}c^{\ell-1} = \sum_{i=1}^{n} \sum_{j=1}^{n} M_{1,i}N_{1,j}c^{j+\ell-2} =$$

$$= \left( \sum_{i=1}^{n} M_{1,i}c^{i-1} \right) \left( \sum_{j=1}^{n} N_{1,j}c^{j-1} \right) = \psi(M)\psi(N).$$

Thus $\psi$ is an algebra homomorphism. Furthermore, $\psi$ is injective since any matrix $M \in V_Q(G)$ is defined by its first row in view of (28).

Clearly, the image of $V_Q(G)$ is a subalgebra $S_Q(G)$ of $\mathbb{Q}[C]$. Furthermore, by construction the basis of this subalgebra consists of the orbits of the stabilizer $G_1$. The properties $S_1, S_2$ of $S_Q(G)$ are obvious. Finally, since any matrix from $V_Q(G)$ is a circulant, it follows from the third part of proposition 3.2 that $\Delta^{(-1)} = \Gamma$. $\square$

For $d$ dividing $n$ denote by $C_d$ a unique subgroup of $C$ of order $d$. For a Schur ring $A$ denote by $D(A)$ a set of all divisors of $n$ for which $C_d \in A$.

**Lemma 3.2.** $d \in D(G) \iff n/d \in D(S_Q(G))$.

**Proof.** Let $d \in D(G)$. Then $C_{n/d}$ under the identification of the set $\{1, 2, \ldots, n\}$ with $C$ corresponds to the set $X = \{1, d+1, 2d+1, \ldots, n-d+1\}$ and therefore is a block of $G$ containing 1. It follows that $C_{n/d}$ is a union of some $G_1$-orbits, say $T_0, \ldots, T_k$. Hence $C_{n/d} = T_0 + T_1 + \cdots + T_k$ and therefore $C_{n/d} \in S_Q(G)$.

Let now $n/d \in D(S_Q(G))$. Then $\psi^{-1}(C_{n/d}) \in V_Q(G)$. It follows from the definition of $\psi$ that $\psi^{-1}(C_{n/d})$ is a circulant matrix $M$ such that $M_{1,i} = 1$ if
Lemma 3.3. A rational element of an \( S \)-ring is invariant with respect to the action of the Galois group of the extension \( \mathbb{Q} \). Extending this action onto \( \mathbb{Q}[C] \) by linearity we obtain an action of \( \mathbb{Z}_n^* \) on the group algebra \( \mathbb{Q}[C] \):

\[
\alpha = \sum_{g \in C} \alpha_g g \rightarrow \alpha^{(m)} := \sum_{g \in C} \alpha_g g^m.
\]

An element \( \alpha \in \mathbb{Q}[C] \) is called rational if \( \alpha = \alpha^{(m)} \) for any \( m \in \mathbb{Z}_n^* \). Note that the mappings \( \alpha \mapsto \alpha^{(m)} \), \( m \in \mathbb{Z}_n^* \), are automorphisms of \( \mathbb{Q}[C] \). Moreover, these automorphisms are also automorphisms of any \( S \)-ring \( \mathcal{A} \) over \( C \) (see [25], Theorem 23.9). In particular, for each \( m \in \mathbb{Z}_n^* \) and \( T \subset C \) we have

\[
T \in \text{Basic}(\mathcal{A}) \iff T^{(m)} \in \text{Basic}(\mathcal{A}),
\]

where for a subset \( T \subset C \) by \( T^{(m)} \) is denoted the set of \( m \)-th powers of \( T \).

Recall that the set of all irreducible complex representations of \( C \) consists of \( n \) one-dimensional representations (characters) \( \chi_0, \ldots, \chi_{n-1} \) where

\[
\chi_i(e^j) := e^{2\pi i j/n}, \quad 0 \leq i, j \leq n-1.
\]

We will keep the same notation for the extensions of \( \chi_0, \ldots, \chi_{n-1} \) on \( \mathbb{Q}[C] \). The rational elements of an \( S \)-rings \( \mathcal{A} \) admit the following characterization.

**Lemma 3.3.** An element \( \alpha \in \mathbb{Q}[C] \) is rational if and only if \( \chi_i(\alpha) \in \mathbb{Q} \) for any \( i, 0 \leq i \leq n-1 \).

**Proof.** For an element \( \alpha = \sum_{i=1}^n h_i e^j \) of \( \mathbb{Q}[C] \) the condition that \( \chi_i(\alpha) \in \mathbb{Q} \) for any \( i, 0 \leq i \leq n-1 \), is equivalent to the condition that \( \chi_i(\alpha), 0 \leq i \leq n-1 \), is invariant with respect to the action of the Galois group \( \Gamma \) of the extension \( (\mathbb{Q}(e^{2\pi i/n}) : \mathbb{Q}) \). The group \( \Gamma \) is isomorphic \( \mathbb{Z}_n^* \). Namely, to the element \( m \in \mathbb{Z}_n^* \) corresponds the element \( \sigma_m \in \Gamma \) which transforms \( e^{2\pi i j/n} \) to \( e^{2\pi i m j/n} \). We have:

\[
\sigma_m(\chi_i(\alpha)) = \sigma_m(\chi_i(\sum_{j=1}^n h_j e^{2\pi i j/n})) = \sigma_m(\sum_{j=1}^n h_j e^{2\pi i j/n}) = \sum_{j=1}^n h_j e^{2\pi i m j/n} = \chi_i(\sum_{j=1}^n h_j e^{2\pi i m j/n}) = \chi_i(\alpha^{(m)}). \]

Therefore, for \( i, 0 \leq i \leq n-1 \), and \( m \in \mathbb{Z}_n^* \) the equality \( \chi_i(\alpha) = \sigma_m(\chi_i(\alpha)) \) is equivalent to the equality \( \chi_i(\alpha) = \chi_i(\alpha^{(m)}) \). Since for \( \alpha, \beta \in \mathbb{Q}[C] \) the equality \( \chi_i(\alpha) = \chi_i(\beta) \) holds for any \( i, 0 \leq i \leq n-1 \), if and only if \( \alpha = \beta \), we conclude that \( \chi_i(\alpha) \in \mathbb{Q} \) for any \( i, 0 \leq i \leq n-1 \), if and only if \( \alpha \) is rational. \( \square \)
An S-ring \( A \) is called rational if all its elements are rational. Clearly, \( A \) is rational if and only if \( T^{(m)} = T \) for all \( T \in \text{Basic}(A) \) and \( m \in \mathbb{Z}_n^* \). Any rational S-ring is a subring of some universal rational S-ring \( W \). To construct \( W \) observe that the orbits of the action of \( \mathbb{Z}_n^* \) on \( C \) are parametrized by the divisors of \( n \) as follows: an orbit \( O_m, m|n \), consists of all generators of the group \( C_m \). It turns out that the vector space spanned by \( O_m, m|n \), is a rational S-ring \( W \) ([24]). Furthermore, any rational S-ring \( A \) is a subring of \( W \). Indeed, since any element of the standard basis of a rational S-ring \( A \) is invariant with respect to the action of \( \mathbb{Z}_n^* \), such an element is a union of some \( O_m, m|n \). Therefore, \( A \) is a subring of \( W \).

Denote by \( D_n \) the lattice of all divisors of \( n \) with respect to the operations \( \wedge, \vee \). The statement below describes the rational S-rings.

**Proposition 3.4.** ([14]) An S-ring \( A \) over \( C \) is rational if and only if there exists a sublattice \( D \) of \( D_n \) with \( 1, n \in D \) such that \( C_d, d \in D \), is a basis of \( A \).

Notice that the basis \( C_d, d \in D \), is not a standard basis of \( A \) in the sense of definition 3.1.

To any S-ring \( A \) one can associate a rational S-ring \( \hat{A} \), called the rational closure of \( A \), which is constructed as follows. Introduce an equivalence relation on \( \text{Basic}(A) \) setting \( S \sim T \) if there exists \( m \in \mathbb{Z}_n^* \) such that \( S = T^{(m)} \). For \( T \in \text{Basic}(A) \) set \( T := \bigcup \{ T^{(m)} \mid m \in \mathbb{Z}_n^* \} \) and denote by \( A \) the vector space spanned by \( T, T \in \text{Basic}(A) \).

**Proposition 3.5.** ([24]) \( \hat{A} \) is an S-ring consisting of all rational elements of \( A \).

The proposition 3.4 allows us to describe a rational closure of an arbitrary S-ring.

**Proposition 3.6.** Let \( A \) be an S-ring over \( C \). Then \( C_d, d \in D(A) \), is a basis of \( \hat{A} \).

**Proof.** By proposition 3.4 \( \hat{A} \) is spanned by vectors \( C_d, d \in D \), for a certain sublattice \( D \) of \( D_n \). It remains to prove that \( D = D(A) \). The inclusion \( D \subseteq D(A) \) follows from the following line

\[
d \in D \implies C_d \in \hat{A} \subseteq A \implies C_d \in A \implies d \in D(A).
\]

Vice versa, pick an arbitrary \( f \in D(A) \). Then \( C_f \in A \). Furthermore, since

\[
C_f = \sum_{t \in D_f} O_t,
\]

the element \( C_f \) is rational and therefore \( C_f \in \hat{A} \). This means that \( C_f \) is a linear combination of \( C_d, d \in D \). Therefore, in order to prove that \( C_f = C_d \) for suitable \( d \in D \) it is enough to show that the simple quantities \( C_d, d \in D_n \), are linearly independent.
In order to prove the last statement observe that if
\[ \sum_{d} l_d C_d = 0 \] (29)
and \( M \) is a maximal number \( d \) for which \( l_d \neq 0 \) then any element \( u \) of \( C \) which generates \( C_M \) can not be an element of \( C_d \) for \( d < M \). But then \( u \) appears in the left part of equality (29) with coefficient \( l_d \neq 0 \). This is a contradiction and therefore \( C_d, d \in D_n \), are linearly independent. □

3.3 Proof of theorem 3.1

It follows from
\[ C_d \cdot C_f = (d \wedge f)C_{d \vee f} \]
that the elements \( \sigma_d := \frac{1}{d}C_d, d \in D(A) \), are idempotents of the algebra \( A \). Nevertheless, they are not pairwise orthogonal since
\[ \sigma_f \sigma_d = \sigma_d \sigma_f = \sigma_{f \vee d}. \] (30)

Similarly to the definition given above for the elements of \( D(G) \) say that for an \( S \)-ring \( A \) the element \( d \in D(A) \) covers the element \( f \in D(A) \) if \( f \mid d \), \( f < d \), and there is no \( x \in D(A) \) such that \( f < x < d \) and \( f \mid x, x \mid d \).

Proposition 3.7. An element of an \( S \)-ring \( A \) over \( C \) is a minimal idempotent of \( A \) if and only if it has the form
\[ \epsilon_d = \sigma_d \prod_{i=1}^{\ell}(1 - \sigma_{f_i}), \] (31)
where \( d \in D(A) \) and \( f_1, ..., f_\ell \) is a complete set of elements of \( D(A) \) covering \( d \).

Proof. Let us show first that \( \epsilon_d, d \in D(A) \), are pairwise orthogonal idempotents. Since each \( \sigma_d, d \in D_n \), is an idempotent, we have:
\[ \epsilon_d^2 = \sigma_d^2 \prod_{i=1}^{\ell}(1 - \sigma_{f_i})^2 = \sigma_d \prod_{i=1}^{\ell}(1 - 2\sigma_{f_i} + \sigma_{f_i}^2) = \sigma_d \prod_{i=1}^{\ell}(1 - \sigma_{f_i}) = \epsilon_d. \]

Therefore, in order to show that \( \epsilon_d \) is an idempotent we only must check that \( \epsilon_d \neq 0 \). In view of (30), after opening the brackets in (31) we obtain a linear combination of \( \sigma_f \) in which \( \sigma_d \) appears with the coefficient one. Since \( \sigma_d, d \in D_n \), are linearly independent this implies that \( \epsilon_d \neq 0 \).

Let us check now the orthogonality. Take two distinct \( m, d \in D(A) \), where it is assumed that \( d < m \), and consider the product \( \epsilon_d \epsilon_m \). Let \( f_1, ..., f_{\ell} \) and \( n_1, ..., n_k \) be complete sets of elements of \( D(A) \) which cover \( d \) and \( m \) respectively. By (30) we have:
\[ \epsilon_d \epsilon_m = \sigma_d \prod_{i=1}^{\ell}(1 - \sigma_{f_i}) \cdot \sigma_m \prod_{j=1}^{k}(1 - \sigma_{n_j}) = \sigma_d \sigma_m \prod_{i=1, j=1}^{\ell, k}(1 - \sigma_{f_i})(1 - \sigma_{n_j}) = \]
Since $d \mid d \lor m$ and $d < d \lor m$, there exists an element $f_i \in D(A)$ which covers $d$ and divides $d \lor m$. For such an element $(1 - \sigma_{f_i}) \sigma_{d \lor m} = 0$ and this implies the vanishing of the right-hand side of (32).

Since the idempotents $\epsilon_d, d \in D(A)$, are pairwise orthogonal they are linearly independent elements of $A$. Furthermore, since $\epsilon_d \in A$ for any $d \in D(A)$ and

$$\dim(A) = |D(A)|$$

by proposition 3.6, the idempotents $\epsilon_d, d \in D(A)$, form a basis of $A$ which consists of pairwise orthogonal idempotents. This implies that any minimal idempotent $\epsilon$ of $A$ coincides with some $\epsilon_d, d \in D(A)$. Indeed, since $\epsilon_d, d \in D(A)$, form a basis of $A$ there exist numbers $a_d, d \in D(A)$, such that $\epsilon = \sum_{d \in D(A)} a_d \epsilon_d$.

But, since $\epsilon$ is an idempotent, for any $d \in D(A)$ the coefficient $a_d$ equals either 1 or 0. Therefore, if $\epsilon$ is minimal then $\epsilon = \epsilon_d$ for some $d \in D(A)$.

Finally, observe that the sets of minimal idempotents of $A$ and $\hat{A}$ coincide. Indeed, if $\epsilon$ is any idempotent of $A$ then $\epsilon^2 = \epsilon$ implies that $\chi_i(\epsilon) \in \{0, 1\}$, $0 \leq i \leq n - 1$. Therefore, by proposition 3.5, $\epsilon \in \hat{A}$. If now $\epsilon$ is minimal in $A$ then obviously it is also minimal in $\hat{A}$. On the other hand, any minimal idempotent of $\hat{A}$ remains a minimal idempotent in $A$ since all idempotents of $A$ are contained in $\hat{A}$. □

**Proof of theorem 3.1.** By proposition 3.1 any $R_G$-irreducible invariant subspace $W$ of $Q^n$ corresponds to a minimal idempotent $E \in V_Q(G)$ such that $\text{Im}\{E\} = W$. Furthermore, since $\psi$ is an isomorphism between $V_Q(G)$ and $R_Q(G)$, the matrix $\psi(E)$ is a minimal idempotent of $R_Q(G)$ and therefore, by proposition 3.7, $\psi(E) = \epsilon_d$ for some $d \in D(R_Q(G))$. Thus $W$ is $R_G$-irreducible invariant subspace of $Q^n$ if and only if there exist $d \in D(R_Q(G))$ such that

$$W = \text{Im}\{\psi^{-1}(\epsilon_d)\} = \text{Im}\{\psi^{-1}(\sigma_d) \prod_{i=1}^l (I - \psi^{-1}(\sigma_{f_i}))\}. \quad (34)$$

Observe now that if two idempotent matrices $A, B$ commute then for the matrix $C = AB = BA$ the equality

$$\text{Im}\{C\} = \text{Im}\{A\} \cap \text{Im}\{B\}$$

holds. Indeed, it is clear that

$$\text{Im}\{C\} \subseteq \text{Im}\{A\} \cap \text{Im}\{B\}.$$ 

On the other hand, if $z \in \text{Im}\{A\} \cap \text{Im}\{B\}$ then $z = Ax = By$ for some vectors $x, y$ and

$$Az = A(Ax) = Ax = z, \quad Bz = B(By) = By = z. \quad (35)$$

It follows that $Cz = A(Bz) = Az = z$ and hence $z \in \text{Im}\{C\}$. Since proposition 3.3 implies that $V_Q(G)$ is commutative it follows now from (34) that

$$W = \text{Im}\{\psi^{-1}(\sigma_d)\} \cap \left(\bigcap_{i=1}^l \text{Im}\{(I - \psi^{-1}(\sigma_{f_i}))\}\right).$$
It was observed in the proof of proposition 3.2 that \( \text{Im}(\psi^{-1}(\sigma_d)) = V_{n/d} \).
Furthermore, since the image of any idempotent matrix consists of its invariant vectors we have \( \text{Im}(I - \psi^{-1}(\sigma_d)) = \ker\{\psi^{-1}(\sigma_d)\} \). On the other hand, since the matrix \( \psi^{-1}(\sigma_d) \) is symmetric, \( \ker\{\psi^{-1}(\sigma_d)\} = \text{Im}(\psi^{-1}(\sigma_d)) \perp \). Therefore,

\[
W = V_{n/d} \cap V_{n/f_1}^\perp \cap ... \cap V_{n/f_\ell}^\perp.
\]

Finally, proposition 3.2 implies that \( n/d \in D(G) \) and that \( n/f_1, ..., n/f_\ell \) is a complete set of elements of \( D(G) \) covered by \( n/d \). Hence, \( W = U_{n/d} \).

**Remark.** If \( G \) does not contain a full cycle then theorem 3.1 fails to be true. Indeed, consider an action of the group \( S_5 \) on two element subsets of \( \{1, 2, 3, 4, 5\} \) and its permutation representation on \( \mathbb{Q}^{10} \). One can verify that this action is primitive. On the other hand, the subspace \( V_1^\perp \) is reducible since irreducible representations of \( S_5 \) have dimensions 1, 4, 5, or 6.

Notice also that theorem 3.1 is not true for representations over \( \mathbb{C} \). In order to see this it is enough to consider any cyclic group.

### 4 Description of rational \( Q(z) \) for which \( H(t) \) is rational

#### 4.1 Factorisations of \( P(z) \) and imprimitivity sytems of \( G_P \)

Let

\[
F(z) = A(B(z))
\]

be a factorisation of a rational function into a composition of two rational functions. Say that factorisation (36) is equivalent to another factorisation

\[
\tilde{F}(z) = \tilde{A}(\tilde{B}(z))
\]

if

\[
\tilde{A}(z) = A(\sigma(z)), \quad \tilde{B}(z) = \sigma^{-1}(B(z)),
\]

for some Möbius transformation \( \sigma(z) \). In this subsection we briefly recall the correspondence between the equivalence classes of factorisations of a rational function \( F(z) \) and imprimitivity systems of the monodromy group \( H \) of the algebraic function \( F^{-1}(z) \). For this purpose first of all notice that the blocks of \( H \) containing the branch \( F_1^{-1}(z) \) are in one-to-one correspondence with the subgroups of \( H \) containing the stabiliser \( H_1 \) of \( F_1^{-1}(z) \). Namely, for a subgroup \( \Gamma \supseteq H_1 \) the corresponding block is the orbit of \( \Gamma \) containing \( F_1^{-1}(z) \) (see [25], Theorem 7.5).

Suppose now that \( F(z) \) is a rational function of degree \( n \) and let \( F_j^{-1}(z) \), \( j \in J \), be a block of \( H \) of cardinality \( d \) containing \( F_1^{-1}(z) \). Let \( \Gamma_J \supseteq H_1 \) be a subgroup of \( H \) corresponding to this block. By the Galois correspondence the invariant subfield of \( \Gamma_J \) in the field generated by all the branches of \( F^{-1}(z) \) is a subfield \( K_J \) of \( \mathbb{C}(F_1^{-1}(z)) \) such that

\[
[\mathbb{C}(F_1^{-1}(z)) : K_J] = [\Gamma_J : H_1] = d.
\]
By Lüroth’s theorem any subfield of \( \mathbb{C}(F_1^{-1}(z)) \) has the form \( \mathbb{C}(R(F_1^{-1}(z))) \) for some rational function \( R(z) \). Since
\[
d(R(F_1^{-1}(z))) = [K_J : \mathbb{C}(z)] = [\mathbb{C}(F_1^{-1}(z)) : \mathbb{C}(z)]/[\mathbb{C}(F_1^{-1}(z)) : K_J] = n/d
\]
it follows now from lemma 2.3 that equality (36) holds for some rational functions \( A(z), B(z) \) such that \( \deg A(z) = n/d, \deg B(z) = d \). Furthermore, \( K_J = \mathbb{C}(A_1^{-1}(z)) \), where \( A_1^{-1}(z) \) is a branch of \( A^{-1}(z) \). Since \( A_1^{-1}(z) \) is a generator of the field \( K_J \) it follows that the function \( A(z) \) is defined uniquely up to a composition with some Möbius transformation \( \sigma(z) \).

In other direction, if (36) holds for some rational functions \( A(z), B(z) \), \( \deg A(z) = n/d, \deg B(z) = d \), then for a suitable choice of the branch \( A_1^{-1}(z) \) the field \( \mathbb{C}(A_1^{-1}(z)) \) is a subfield of \( \mathbb{C}(F_1^{-1}(z)) \) and
\[
[\mathbb{C}(F_1^{-1}(z)) : \mathbb{C}(A_1^{-1}(z))] = d.
\]
If now \( \Gamma \) is a group corresponding to the field \( \mathbb{C}(A_1^{-1}(z)) \) under the Galois correspondence then \( H_1 \subseteq \Gamma \) and the orbit of \( \Gamma \) containing \( F_1^{-1}(z) \) is a block of cardinality \( d \).

Notice that for the polynomial rational functions the corresponding imprimitivity systems have especially simple structure. Indeed, for a polynomial \( P(z) \) of degree \( n \) its monodromy group \( G_P \) contains a cycle of length \( n \) which is by our convention the cycle \( (12...n) \). Therefore, by lemma 3.1 any system of blocks of \( G_P \) coincides with the system of residues by modulo \( d \) for some \( d/n \).

This fact implies easily that if \( P(z) = A(B(z)) \) for some rational functions \( A(z), B(z) \) then there exists a Möbius transformation \( \sigma(z) \) such that \( A \circ \sigma \) and \( \sigma^{-1} \circ B \) are polynomials. Another corollary of this fact is that the equality
\[
A(B(z)) = C(D(z)) \tag{37}
\]
for some \( A(z), B(z), C(z), D(z) \in \mathbb{C}(z) \) with \( \deg A(z) = \deg C(z) \) implies that \( A(z) = C(\sigma(z)) \) for some Möbius transformation \( \sigma(z) \).

4.2 Geometry of \( M_{P,a,b} \)

The description of \( G \)-invariant irreducible subspaces of \( \mathbb{Q}^n \), given in the third section, together with proposition 2.2 imply the following important geometric property of \( M_{P,a,b} \).

Set \( W = V_{f_1}^+ \cap ... \cap V_{f_t}^+ \), where \( f_1, ..., f_t \) is the set of all elements of \( D(G_P) \) distinct from \( n \), that is, in notation of theorem 3.1, \( W = U_n \).

**Theorem 4.1.** The subspace \( M_{P,a,b} \) contains the subspace \( W \).

**Proof.** Indeed, since by construction \( M_{P,a,b} \) is a \( G_P \)-invariant subspace of \( \mathbb{Q}^n \), theorem 3.1 implies that either \( M_{P,a,b} \) contains \( W \) or is orthogonal to \( W \). In the last case \( M_{P,a,b} \) also would be orthogonal to the complexification \( W^\mathbb{C} \) of \( W \). Therefore, in order to prove the proposition it is enough to find vectors \( \bar{w} \in W^\mathbb{C} \) and \( \bar{v} \in M_{P,a,b} \) such that \( (\bar{v}, \bar{w}) \neq 0 \).
Set
\[ \tilde{w}_i = (1, \varepsilon_n^1, \varepsilon_n^{2i}, \ldots, \varepsilon_n^{(n-1)i}), \]
0 ≤ i ≤ n − 1, where \( \varepsilon_n = \exp(2\pi \sqrt{-1}/n) \). It is easy to see that the vectors \( \tilde{w}_i \), 0 ≤ i ≤ n − 1, form an orthogonal basis of \( \mathbb{C}^n \). Furthermore, for \( d/n \) the set of the vectors \( \tilde{w}_i \) for which \( (n/d) \mid j \) is a basis of \( V_f^\mathbb{C} \). It follows that for any \( f \in D(G_P) \), f ≠ n, the vector \( \tilde{w}_1 \) is orthogonal to \( V_f^\mathbb{C} \) and therefore \( \tilde{w}_1 \in W^\mathbb{C} \).

Set \( w = w_1 \).

Consider now two cases. Suppose first that \( P(a) = P(b) \). In this case let \( \tilde{v} \) be the vector corresponding to equation (25). Then \( (\tilde{v}, \tilde{u}) \neq 0 \). Indeed, the equality \( (\tilde{v}, \tilde{u}) = 0 \) is equivalent to the equality
\[ d_a \sum_{s=1}^{n} \varepsilon_s^{a_s} / d_a = \sum_{s=1}^{n} \varepsilon_s^{b_s} / d_b \]
which in its turn is equivalent to the statement that the mass centers of the sets \( V(a) \) and \( V(b) \) coincide. But this contradicts to proposition 2.2 since the mass center of a system of points in \( \mathbb{C} \) is inside of the convex envelope of this system and therefore the mass centers of disjointed sets must be distinct.

Similarly, if \( P(a) \neq P(b) \) then \( (\tilde{v}, \tilde{u}) \neq 0 \) for at least one vector \( \tilde{v} \) of two vectors corresponding to equations (26). Indeed, otherwise we have:
\[ \sum_{s=1}^{d_a} \varepsilon_s^{a_s} / d_a = 0, \quad \sum_{s=1}^{d_b} \varepsilon_s^{b_s} / d_b = 0. \]
But this again contradicts the monodromy lemma since the fact that the sets \( V(a) \) and \( V(b) \) are almost disjointed implies that at least on of these sets is contained in an open half plane bounded by a line passing through the origin and therefore has the mass center distinct from zero. □

### 4.3 Puiseux expansions of \( Q(P^{-1}(z)) \)

In view of our convention about the numeration of branches of \( Q(P^{-1}(z)) \), for \( z \) close to infinity the branch \( Q(P^{-1}_{i+1}(z)) \), 1 ≤ i ≤ n, is represented by a converging series
\[ Q(P^{-1}_{i}(z)) = \sum_{k=m}^{\infty} s_k \varepsilon_n^{(i-1)k} z^{-1/k}, \quad (38) \]
where \( z^{1/k} \) denotes some fixed branch of the algebraic function inverse to \( z^n \).

Therefore, any relation of the form
\[ \sum_{i=1}^{n} f_i Q(P^{-1}_{i}(z)) = 0, \quad f_i \in \mathbb{C}, \quad (39) \]
is equivalent to the system
\[ \sum_{i=1}^{n} f_i s_k \varepsilon_n^{k(i-1)} = 0, \quad k \geq -m. \quad (40) \]
This fact together with theorem 4.1 imply the following statement (cf. [20], Theorem 4.1).

**Proposition 4.1.** Let \( Q(z) \) be a rational function such that the function \( H(t) \) is rational. Then for any non-zero coefficient \( s_k, k \geq m \), of series (38) there exists \( f_1 \in D(G_P) \), \( f_1 \neq n \), such that \( (n/f_1)|k \).

**Proof.** Indeed, if \( s_k \neq 0 \) then it follows from (40) that the vector \( \tilde{w}_k \) is orthogonal to \( M_{P,a,b}^C \). By theorem 4.1 this implies that \( \tilde{w}_k \) is a linear combinations of vectors \( \tilde{w}_j, (n/f_j)|j, f_j \in D(G_P) \). Since the vectors \( \tilde{w}_j, 1 \leq j \leq n \), are linearly independent it follows that \( \tilde{w}_k \in V_{f_1}^C \) for some \( f_1 \in D(G_P) \) and therefore \( (n/f_1)|k \). \( \square \)

For \( f \in D(G_P), f \neq n \), and \( Q(z) \in C(z) \) set

\[
\psi_{Q,f}(z) = \sum_{j=0 \mod n/f} s_j \left(z^{1/n}\right)^j,
\]

where \( s_j, j \geq m \), are coefficients of series (38) and define \( \Psi_{Q,f}(z) \) as a complete analytic continuation of the germ defined by the series \( \psi_{Q,f}(z) \) near infinity. Let \( P(z) = A(B(z)), \deg A(z) = f \), be a factorisation of \( P(z) \) corresponding to \( f \), where it is assumed that \( A(z), B(z) \) are polynomials.

**Lemma 4.1.** There exists \( R(z) \in C(z) \) such that \( \Psi_{Q,f}(z) = R(A^{-1}(z)) \).

**Proof.** Indeed, by a direct calculation we have:

\[
\left(\frac{n}{f}\right) \psi_f(z) = Q(P_1^{-1}(z)) + Q(P_{f+1}^{-1}(z)) + Q(P_{2f+1}^{-1}(z)) + \ldots + Q(P_{n-f+1}^{-1}(z)).
\]

Furthermore, the collection of branches appearing in the right side of this formula is precisely a block of the imprimitivity system \( I \) of \( G_P \) corresponding to the factorisation \( P(z) = A(B(z)) \). It follows that the function \( \psi_{Q,f}(z) \) is invariant with respect to the action of the subgroup \( \Gamma \supset H_1 \) of \( G_P \) corresponding to \( I \). Therefore, \( \psi_{Q,f}(z) \in C(A_1^{-1}(z)) \) for some branch \( A_1^{-1}(z) \) of \( A^{-1}(z) \) and hence \( \Psi_{Q,f}(z) = R(A^{-1}(z)) \) for some rational function \( R(z) \). \( \square \)

### 4.4 Main theorem

Now we are ready to describe solutions of the following problem which generalises the polynomial moment problem: for a given polynomial \( P(z) \) and distinct complex numbers \( a,b \) to describe rational functions \( Q(z) \) for which a function defined near infinity by the equality

\[
H(t) = \int_{\Gamma_{a,b}} \frac{Q(z)P'(z)dz}{P(z) - t},
\]

is rational.
Theorem 4.2. The function $H(z)$ is rational if and only if $Q(z)$ can be represented as a sum of rational functions $Q_j(z)$ such that

$$P(z) = \tilde{P}_j(W_j(z)), \quad Q_j(z) = \tilde{Q}_j(W_j(z)), \quad \text{and} \quad W_j(a) = W_j(b) \quad (42)$$

for some polynomials $\tilde{P}_j(z), W_j(z)$ and rational functions $\tilde{Q}_j(z)$.

Proof. The proof is by induction on the number $i(P)$ of imprimitivity systems of $G_P$.

If $i(P) = 2$, that is if $G_P$ has only trivial imprimitivity systems and $P(z)$ is indecomposable, then by proposition 4.1 for any non-zero coefficient $s_j, j \geq m$, of the expansion (38) we have $n[j]$. It follows that all the functions $Q(P_i^{-1}(z))$, $1 \leq i \leq n$, are equal between themselves and therefore by lemma 2.3 there exists a rational function $R(z)$ such that $Q(z) = R(P(z))$.

In order to show now that $P(a) = P(b)$ observe that otherwise after the change of variable $z = P(z)$ we would obtain that $R(z)$ is orthogonal to all powers of $z$ on the segment $[P(a), P(b)]$. Setting now in proposition 2.1

$$P(z) = z, \quad Q(z) = R(z), \quad a = P(a), \quad b = P(b)$$

we see that any of relations (26) reduces to the equality $R(z) = 0$ (of course instead of proposition 2.1 we simply can use the Weierstrass theorem). Therefore, for $i(P) = 2$ all solutions of (41) are reducible (cf. [16], Theorem 1 and [20], Theorem 5.3).

Suppose now that the theorem is proved for all $P(z)$ with $i(P) < n$ and let $Q(z)$ be a solution of (41) for a polynomial $P(z)$ of degree $n$. If $Q(z) = R(P(z))$ for some rational function $R(z)$ then one can show as above that $P(a) = P(b)$ and hence $Q(z)$ is reducible. Otherwise there exists a non-zero coefficient $s_{j_1}$, $j_1 \geq m$, of expansion (38) such that $j_1$ is not a multiple of $n$. By proposition 4.1 this implies that there exists $f_1 \in D(G_P)$, $f_1 \neq 1$, such that $(n/f_1) \mid j_1$. Furthermore, by lemma 4.1 if

$$P(z) = A_1(B_1(z)), \quad A_1(z), B_1(z) \in \mathbb{C}[z], \quad \deg A_1(z) = f_1,$$

is a decomposition corresponding to $f_1$ then $\Psi_{Q,f_1}(z) = R_1(A_1^{-1}(z))$ for some rational function $R_1(z)$.

Setting $S_1(z) = R_1(B_1(z))$ we see that $\Psi_{Q,f_1}(z) = S_1(P^{-1}(z))$ and

$$Q(P^{-1}(z)) = S_1(P^{-1}(z)) + T_1(P^{-1}(z)),$$

where $T_1(z) = Q(z) - S_1(z)$ is a rational function. Furthermore, since by construction the intersection of the supports of the Puiseux expansions near infinity
of the functions $S_1(P^{-1}(z))$ and $T_1(P^{-1}(z))$ is empty, it follows from theorem 2.1 that both functions

$$H_1(t) = \int_{\Gamma_{a,b}} \frac{S_1(z)P'(z)dz}{P(z) - t}, \quad F_1(t) = \int_{\Gamma_{a,b}} \frac{T_1(z)P'(z)dz}{P(z) - t},$$

are rational in a neighborhood of infinity. Moreover, the construction implies that the Puiseux expansion of $F_1(t)$ contains no non-zero coefficients with indices which are multiple of $n/f_1$

If $F_1(t) \neq 0$ then there exist a non-zero coefficient $s_{j_2}$, $j_2 \geq m$, of the expansion (38) and $f_2 \in D(G_P)$, $f_2 \neq f_1$, such that $(n/f_2) \mid j_2$. Furthermore, if

$$P(z) = A_2(B_2(z)), \quad A_2(z), B_2(z) \in \mathbb{C}[z], \quad \deg A_2 = f_2,$$

then $\Psi_{T_1,f_2}(z) = R_2(A_2^{-1}(z))$ for some rational function $R_2(z)$. Setting $S_2(z) = R_2(B_2(z))$ we conclude as above that

$$T_1(P^{-1}(z)) = S_2(P^{-1}(z)) + T_2(P^{-1}(z)),$$

where $T_2(z) = T_1(z) - S_2(z)$ is a rational function, and that the functions

$$H_2(t) = \int_{\Gamma_{a,b}} \frac{S_2(z)P'(z)dz}{P(z) - t}, \quad F_2(t) = \int_{\Gamma_{a,b}} \frac{T_2(z)P'(z)dz}{P(z) - t},$$

are rational in a neighborhood of infinity. Furthermore, the Puiseux expansion of $F_2(t)$ contains no non-zero coefficients with indices which are multiple of $n/f_1$ or $n/f_2$.

It is clear that continuing in this way we will arrive after a finite number of steps to a decomposition of the function $Q(z)$ into a sum of rational functions

$$Q(z) = S_1(z) + S_2(z) + \cdots + S_r(z)$$

such that the functions

$$H_s(t) = \int_{\Gamma_{a,b}} \frac{S_s(z)P'(z)dz}{P(z) - t}, \quad 1 \leq s \leq r,$$

are rational in a neighborhood of infinity and

$$P_s(z) = A_s(B_s(z)), \quad S_s(z) = R_s(B_s(z)), \quad 1 \leq s \leq r,$$

for some $R_s(z) \in \mathbb{C}(z)$, and $A_s(z), B_s(z) \in \mathbb{C}[z], 1 \leq s \leq r$.

Since

$$H_s(t) = \int_{\Omega_{B_s(a),B_s(b)}} \frac{R_s(z)A_s'(z)dz}{A_s(z) - t}, \quad 1 \leq s \leq r,$$

where $\Omega_{B_s(a),B_s(b)} = B_s(\Gamma_{a,b})$ and obviously $i(A_s) < i(P)$ it follows from the induction assumption that for each $s$, $1 \leq s \leq r$, either $B_s(a) = B_s(b)$ or there exist rational functions $R_{s,1}(z), R_{s,2}(z), \ldots, R_{s,j_s}(z)$ such that

$$R_s(z) = R_{s,1}(z) + R_{s,2}(z) + \cdots + R_{s,j_s}(z)$$
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and

\[ R_{s,e}(z) = \check{R}_{s,e}(U_{s,e}(z)), \quad A_s(z) = \check{A}_{s,e}(U_{s,e}(z)), \quad U_{s,e}(B_s(a)) = U_{s,e}(B_s(b)), \]

for some $\check{R}_{s,e}(z) \in \mathbb{C}(z)$ and $\check{A}_{s,e}(z), U_{s,e}(z) \in \mathbb{C}[z]$, $1 \leq e \leq j_s$.

Setting now $Q_j(z)$ equal to the corresponding $R_{s,e}(B_s(z))$ (or just $R_s(B_s(z))$ if $B_s(a) = B_s(b)$) we see that one can represent $Q(z)$ as a sum of rational functions

\[ Q(z) = Q_1(z) + Q_2(z) + \cdots + Q_t(z) \]

such that for $j, 1 \leq j \leq t$,

\[ P(z) = \check{P}_j(W_j(z)), \quad Q_j(z) = \check{Q}_j(W_j(z)), \quad \text{and} \quad W_j(a) = W_j(b), \quad (43) \]

where $\check{Q}_j(z) \in \mathbb{C}(z)$ and $\check{P}_j(z), W_j(z) \in \mathbb{C}[z]$ are defined as follows: $\check{P}_j(z)$ equals $\check{A}_{s,e}(z)$ or $A_s(z)$, $\check{Q}_j(z)$ equals $\check{R}_{s,e}(z)$ or $R_s(z)$, and $W_j(z)$ equals $U_{s,e}(B_s(z))$ or $B_s(z)$. \(\square\)

Notice that theorem 4.2 implies the theorem stated in the introduction. Indeed, as it was remarked after the proof of theorem 2.1, in the case when $Q(z)$ is a polynomial the function $H(t)$ is rational if and only if $H(t) \equiv 0$. The desired theorem follows now from lemma 2.1 taking into account that if $Q(z)$ is a polynomial then $Q_j(z)$ also are polynomials.
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