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Introduction.

Commutative schemes were first realized as geometric spaces. Then it was observed
that, for construction of new schemes and establishing their general categorical properties,
it is much more convenient to replace schemes by presheaves of sets on the category of
affine schemes they represent. The presheaves representable by schemes are sheaves for a
whole bunch of non-trivial topologies on the category of affine schemes, starting with the
Zariski topology, with the flat (fpqc) topology being a preferable choice.

¿From the point of view of noncommutative algebraic geometry, the main invariant
of a ’space’ is the category of quasi-coherent (pre)sheaves on this ’space’. The category
of quasi-coherent presheaves is defined for any functor as the category opposite to the
category of cartesian sections of this functor (cf. [KR4]). In particular, we have the
category Qcoh(F ) of quasi-coherent presheaves on any fibred category F

F−→ B. For
a topology τ on the base B, it is defined (in [KR4]) the category Qcoh(F, τ) of quasi-
coherent sheaves on (F, τ) – a full subcategory of the category Qcoh(F ). For any presheaf
of sets X on the category B, we consider the category B/X of objects of B over X and
the fibred category FX

FX−→ B/X with the base B/X obtained via pulling-back the fibred
category along the canonical functor B/X −→ B. We denote by Qcoh(X) the category of
quasi-coherent presehaves on the fibred category FX

FX−→ B/X and by Qcoh(X, τ) its full
subcategory generated by quasi-coherent sheaves on (FX , τX), where τX is the topology
on B/X induced by τ .

The first application of this formalism is as follows. We take as a base B the category
Affk of noncommutative affine k-schemes which is, by definition, the category opposite to
the category Algk of associative unital algebras. So that presheaves of sets on Affk are
functors from Algk to Sets. Consider the fibred category Ãffk with the base Affk whose
fibers are categories of left modules over corresponding algebras. For every presheaf of sets
X on Affk, we have the fibred category Ãffk/X which is the pull-back of Ãffk along the
canonical functor Affk/X −→ Affk. The category Qcoh(X) of quasi-coherent sheaves on
the presheaf X is the category opposite to the category of cartesian sections of the fibred
category Ãffk/X. For a topology τ on Affk, we have (for any presheaf of sets X on Affk)
the subcategory Qcoh(X, τ) of quasi-coherent sheaves on (Affk/X, τ).

Theorem. (a) A topology τ on the category Affk is subcanonical (that is all rep-
resentable presheaves of sets are sheaves) iff Qcoh(X, τ) = Qcoh(X) (in other words,
’descent’ topologies on Affk are precisely subcanonical topologies).

In this case, Qcoh(X) = Qcoh(X, τ) ↪→ Qcoh(Xτ ) = Qcoh(Xτ , τ), where Xτ is the
sheaf on (Affk, τ) associated with the presheaf X and ↪→ is a natural full embedding.
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(b) If τ is a topology of effective descent, then the embedding Qcoh(X) ↪→ Qcoh(Xτ )
is a category equivalence.

This theorem says that, roughly speaking, the category Qcoh(X) of quasi-coherent
presheaves knows itself which topologies to choose. It also indicates where one should
look for a correct noncommutative version of the category Esp (of sheaves of sets on the
fpqc site of commutative affine schemes): this should be the category NEspτ of sheaves
of sets on the presite (Affk, τ), where τ is a topology of effective descent. ¿From the
minimalistic point of view, the best choice would be the (finest) topology of effective
descent. But, there is a more important consideration. The main role of a topology is
that it is used for glueing new ’spaces’. The topology that seems to be the most relevant
for Grassmannians, in particular, for noncommutative projective ’spaces’, and a number
of other smooth noncommutative spaces constructed in this work, is the smooth topology
introduced in [KR2].

The theorem is quite useful on pragmatical level. Namely, if X is a sheaf of sets on
(Affk, τ) for an appropriate topology of effective descent and X is a presheaf of sets on

Affk such that its associated sheaf is isomorphic to X, and R
p1−→−→
p2

U
π−→ X is an exact

sequence of presheaves with R and U representable, then the category Qcoh(X) (hence the

category Qcoh(X)) is constructively and canonically described via the pair A
p1−→−→
p2

R of

k-algebra morphisms representing R
p1−→−→
p2

U. This consideration is used to describe the

categories of quasi-coherent sheaves on noncommutative ’spaces’.

There is another important aspect of noncommutative geometry which we take into
consideration here (see also [R2]). Local objects of commutative algebraic geometry are
commutative rings which might be regarded as commutative algebras in the simmetric-
monoidal category of Z-modules. One of particularities of noncommutative geometry is
that some interesting noncommutative spaces’live’ in non-trivial monoidal categories. For
instance, the quantumflag variety of a simple Lie algebra g is a scheme in the monoidal
category of Zr-graded vector spaces endowed with a braidingdetermined by the Cartan
matrix of g (cf [LR2]). Therefore, we choose here a framework which allows to take this
fact into consideration and gives to our constructions an appropriate level of generality.
This framework is as follows: instead of the monoidal category of modules over a commu-
tative unital ring k, we take an arbitrary monoidal category A∼ and define the category
AffA∼ of affine schemes in A∼ as the category opposite to the category AlgA∼ of algebras
in A∼. Given an action, C, of the monoidal category A∼ on a category C, we define, for
any algebra S in A∼, the category S−modC of S-modules in C otherwise called the cate-
gory of quasi-coherent modules on Sp(S)/C. A standard noncommutative example is the
monoidal category R−bimod∼ = (R−bimod,⊗R, R) of bimodules over an associative ring
R acting (by tensoring over R) on the category R−mod of left R-modules. For any algebra
S in the monoidal category R−bimod∼ (that is a ring morphism R −→ S), the category of
quasi-coherent modules on Sp(S)/C is naturally equivalent to the category S−mod of left
S-modules. A non-trivial example is given by the monoidal category A∼ = S − V ec∼k of
S-spaces whose objects are families of representations of all symmetric groups, Sn, n ≥ 1,
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in vector spaces over a field k, and the tensor product is the so called plethysm product.
Algebras in the monoidal category S − V ec∼k are called k-linear operads. The monoidal
category of S-spaces acts canonically on the category C = V eck of k-vector spaces. For
each k-linear operad P, the corresponding category of quasi-coherent sheaves on Sp(P) is
traditionally called the category of P-algebras.

The quoted above theorem about quasi-coherent sheaves and subcanonical topologies
extends to this, much more general, setting. We do not give here the proof of this statement
(which is an adaptation of the argument of 2.7.3.1 in [KR4]), in spite of its importance as a
background of this work, because the purpose of this text is to describe certain classically
looking constructions of noncommutative ’spaces’ avoiding depths of general theory.

Note that some basic notions of commutative algebraic geometry in symmetric monoidal
categories (starting with the site of affine schemes with fpqc topology) were sketched by P.
Deligne in connection with the characterization of Tannakian categories [Dl]. Our starting
point is similar, only monoidal categories are not necessarily symmetric and algebras are
usually not commutative.

The paper is organized as follows. In Section 1, we review affine schemes in monoidal
categories and categories of quasi-coherent modules on them. In Section 2, we give exam-
ples of affine schemes. Section 3 contains the construction of Grassmannians and generic
Grassmannians. Section 4 is dedicated to a futher study of Grassmannians. In Section
5, generic flag varieties are introduced and their relation with universal Stiefel schemes
is discussed. In Section 6, we introduce a construction of generalized Grassmannian type
spaces. Grassmannians of Section 3 and generic flag variety of Section 5 are obtained as
special cases of this construction.

A considerable part of this paper was written while the second author was visiting
Max-Planck Institute für Mathematik in Bonn. He would like to thank the Institute for a
very stimulating atmosphere. The work of the second author on this paper was partially
supported by the NSF grant DMS-0070921.

1. Affine schemes in a monoidal category. Quasi-coherent modules.

1.0. Preliminaries: algebras and (bi)modules in monoidal categories. Fix a
monoidal category A∼ = (A,⊗, 1, a, l, r). Here A is a category, ⊗ is a functor from A×A
to A, a is a functor isomorphism ⊗◦(IdA×⊗) −→ ⊗◦(⊗×IdA) (associativity constraint),
and IdA

l−→ 1⊗IdA, IdA
r−→ IdA⊗1 are functor isomorphisms compatible with the

associativity constraint a. An algebra (or monoid) in A∼ is a pair (R,µ) where R ∈ ObA
and µ is a morphism R⊗R −→ R such that µ◦ (µ⊗ idR)◦aR,R,R = µ◦ (idR⊗µ). The unit
of an algebra (R,µ) is a morphism 1

η−→ R such that µ◦η⊗idR◦lR = idR = µ◦idR⊗η◦rR.
The unit (if it exists) is unique. We assume that all algebras considered here are unital.
Algebras in A∼ form a category which we denote by AlgA∼.

A left module over an algebra (R,µ) is a pair (M,m), where M ∈ ObA, m is a
morphism R⊗M −→M such that m◦idR⊗m = m◦µ⊗idM◦aR,R,M and m◦η⊗idM = idM .
Left modules over R∼ = (R,µ) form a category R∼ −mod.
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The category mod−R∼ of right R∼-modules is defined in an obvious way. Note that
right modules are just left modules in the opposite monoidal category. A triple (m,M,m′),
where (m,M) and (M,m′) are resp. left and right R∼-modules is called an R∼-bimodule
if m ◦ idR ⊗m′ = m′ ◦m⊗ idR ◦ aR,M,R.

Suppose that for any M ∈ ObA, the functor M 7−→ M⊗ − preserves cokernels of
reflexive pairs of arrows. Then there is a functor

mod−R∼ ×R∼ −mod
⊗R
−−−→ A

which assigns to any pair of resp. right and left R∼-modules (M,m), (ν,N) the cokernel of
the pair of morphisms idM ⊗ν,m⊗ν ◦aM,R,N : M ⊗ (R⊗N) −→M ⊗N . The functor ⊗R
induces a structure of a monoidal category on the category R∼ − bimod of R∼-bimodules.

Let β be a symmetry of the monoidal category A∼. An algebra R∼ = (R,µ) is called
β-commutative (or commutative if β is fixed) if µ ◦ βR,R = µ. The full subcategory of
AlgA∼ formed by β-commutative algebras will be denoted by AlgβA∼.

For any β-commutative algebra R∼, the map (m,M) 7−→ (m,M,m ◦ βM,R) defines a
functor, ∆β , identifying the category R∼−mod of left R∼-modules with a full subcategory
of the category R∼ − bimod of R∼-bimodules.

Suppose the functorM 7−→M⊗− is right exact for anyM∈ ObA. Then the functor
∆β identifies R∼ −mod with a monoidal subcategory of R∼ − bimod; and the symmetry
β induces a symmetry on R∼ −mod.

1.1. Noncommutative affine schemes in a monoidal category. Fix a monoidal
category A∼ = (A,⊗,1, a). We define the category AffA∼ of affine schemes in A∼ as the
opposite category to the category AlgA∼. We denote by Sp(R∼), or by SpA∼(R∼) the
functor represented by the algebra R∼.

1.1.1. Monoidal functors and affine schemes. Recall that a monoidal func-
tor from a monoidal category A∼ = (A,⊗,1, a, l, r) to a monoidal category A′∼ =
(A′,⊗′,1′, a′, l′, r′) is a triple Φ∼ = (Φ, φ, φ0), where Φ is a functor A −→ A′, φ is a
functor morphism {φX,Y : Φ(X) ⊗′ Φ(Y ) −→ Φ(X ⊗ Y ), φ0 a morphism 1′ −→ Φ(1)
satisfying natural compatibility conditions.

Any monoidal functor Φ∼ : A∼ −→ A′ induces a functor

Φ∼Alg : AlgA∼ −→ AlgA
′∼, (R,m) 7−→ Φ∼(R,m) = (Φ(R),Φ(m) ◦ φR,R), (1)

hence a functor
Φ∼Aff : AffA∼ −→ AffA′∼

1.2. Coproducts and fiber products of affine schemes. Fix a monoidal category
A∼ = (A,⊗,1, a).

1.2.1. Lemma. Suppose that the category A has products of |J | objects. Then the
category AlgA∼ has products of |J | objects.
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Proof. Let R∼i = (Ri, µi), i ∈ J, be a set of algebras in A∼. By assumption, there
exists a product

∏
i∈J

Ri of the set of objects {Ri| i ∈ J}, and thecanonical projections∏
i∈J

Ri
pj−→ Rj together with multiplications µj provide morphisms

∏
i∈J

Ri ⊗
∏
i∈J

Ri
pj⊗pj
−−−→ Rj ⊗Rj

µj
−−−→ Rj , j ∈ J. (1)

By the universal property of products, there exists a unique morphism∏
i∈J

Ri ⊗
∏
i∈J

Ri
µ

−−−→
∏
i∈J

Ri

such that pi ◦ µ = µi ◦ pi ⊗ pi for any i ∈ J . We leave to the reader to check that thus
defined morphism µ is a structure of an associative unital algebra on

∏
i∈J

Ri and that the

algebra (
∏
i∈J

Ri, µ) is a product of the set of algebras {R∼i = (Ri, µi), i ∈ J}.

1.2.2. Proposition. Suppose that A∼ = (A,⊗,1, a) is a monoidal category with
countable coproducts. Then, for any algebras R∼ = (R,µ) and S∼ = (S, ν) in A∼ such
that the functors R ⊗ − and S ⊗ − are compatible with countable coproducts, there exists
a free product R∼ ? S∼ which is a coproduct in the category AlgA∼.

In particular, SpA∼(R∼ ? S∼) is a product of SpA∼(R∼) and SpA∼(S∼) in the cat-
egory AffA∼ of affine schemes in A∼.

Proof. Let L∼A∼ = (L, a) be the canonical monoidal functor ”of left multiplication”

A∼ −→ End∼A, M 7−→M ⊗−.

The monoidal functor L∼A∼ induces a functor from AlgA∼ to MonA which assigns to
algebras R∼ = (R,µ) and S∼ = (S, ν) the monads (L(R), µR) and (L(S), νS) such that
the functors L(R) and L(S) preserve countable coproducts. The assertion follows now
from [R2, Proposition 2.6.2.3].

1.2.3. Proposition. Let A be a category with countable colimits. And suppose that
for any M ∈ ObA, the functor M ⊗ − : A −→ A is compatible with countable colimits.
Then the category AffA∼ of affine schemes in A∼ has fiber products.

Proof. Let R∼ ←− S∼ −→ T∼ be morphisms of the category AlgA∼. Since the
functor M 7−→ M ⊗− preserves cokernels of coreflexive pairs of arrows, we have monads
F = R∼ ⊗S∼ − and G = T∼ ⊗S∼ − on the category S∼ −mod of left S∼-modules.

Because the functors R ⊗ − and T ⊗ − preserve countable coproducts, the functors
R⊗S∼ − and T ⊗S∼ − from S∼ −mod to S∼ −mod have the same property.

By [R2, 2.6.2.3], there exists the coproduct F ? G which we denote by (F ′, µ′). To
the monad (F ′, µ′) on S∼ −mod, there corresponds a monad (f∗F ′f∗, µ′f ) on A. Here f∗
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denotes the forgetful functor S∼−mod −→ A and f∗ is its left adjoint, L 7−→ (S⊗L,mL),
where mL is the canonical action induced by the multiplication on S. The multiplication µ′f
is the composition of the canonical morphism f∗F

′f∗f∗F
′f∗ −→ f∗F

′2f∗ induced by the
adjunction morphism f∗f∗ −→ Id and the morphism f∗µ

′f∗ : f∗F ′2f∗ −→ f∗F
′f∗. One

can associate with the monad (f∗F ′f∗, µ′f ) the algebra (f∗F ′f∗(1), µ′′) = (f∗F ′(S), µ′′),
where µ′′ is a naturally defined multiplication. This algebra is a fiber coproduct of R∼ and
T∼ over S∼. A less formal (and a more constructive) argument uses the explicit description
of f∗F ′(S) in terms of tensor product of copies of R∼ and S∼ over S∼ (following [R2, 2.6.2])
in which the multiplication and the universal property are evident. This argument is left
to the reader.

1.2.4. Example. Let k be a commutative associative ring and A∼ = (k −mod∼) =
(k −mod,⊗k, k). Algebras in k −mod∼ are k-algebras, and the coproduct of algebras A
and B is their free product (otherwise called ?-product). For instance, the coproduct of
two copies of polynomial algebra in one variable is isomorphic to the free algebra in two
variables: k[x] ? k[y] ' k〈x, y〉.

1.3. Quasi-coherent modules. An action of the monoidal category A∼ on a
category C gives rise to a fibered category over the category AffA∼ . For any presheaf of
sets X on AffA∼ , we have the induced fibered category over AffA∼/X. Cartesian sections
of the latter fibered category are quasi-coherent modules on X. Details are below.

1.3.1. Actions of a monoidal category. An action of the monoidal category
A∼ = (A,⊗,1, a) on a category C is a triple (A∼, C,Φ∼), where C is a category, Φ∼ = (Φ, φ)
is a monoidal functor A∼ −→ End∼2 C. In this work, we assume that the functor Φ takes
values in the full subcategory End2C of the category EndC whose objects are functors
which preserve cokernels of reflexive pairs of arrows. In other words, Φ∼ is a unital action
of the monoidal category A∼ on a category C which preserves cokernels of reflexive pairs
of arrows. Recall that a pair of arrows L

u−→−→
v
M is called reflexive if there exists an arrow

M
g−→ L such that u ◦ g = idL = v ◦ g.
The monoidal functor Φ∼ induces a functor, R∼ 7−→ Φ∼(R∼), from the category

AlgA∼ to the category of monads on the category C (more precisely, to the category of
algebras in End∼2 C).

1.3.2. A fibered category associated with an action. Fix an action C =
(A∼, C,Φ∼). We associate with C a cofibered category FC π−→ (AlgA∼)op = AffA∼ in
a natural way: objects of the category FC are pairs (R∼,M), where R∼ = (R,µ) is an
algebra in A∼, M is a Φ∼(R∼)-module. A morphism from (R∼,M) to (S∼, L) is a pair
(ψ, ξ), where ψ is an algebra morphism R∼ −→ S∼, ξ is a morphism M −→ ψ∗(L),
where ψ∗ is the pull-back functor R∼ − modC −→ S∼ − modC induced by the algebra
morphism ψ. The composition is defined in a standard way. The projection π assigns to
any object (R∼,M) the algebra R∼ and to any morphism (ψ, ξ) the algebra morphism ψ.
It follows from the assumptions and [R2, 1.0.6.1] that the functors ψ∗ have left adjoints,
hence FC π−→ AffA∼ is a bifibered, in particular fibered, category.

1.3.3. Quasi-coherent modules. For any fibered category (more generally, for any
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category over a category) B over a base E , the category Qcoh(B) of quasi-coherent modules
on B is defined as the category opposite to the category LimB of cartesian sections of B
(cf. [R2, 1.0.1, 1.0.2], or in more general context, [KR2, 11.1]). For any presheaf of sets X
on the base E , we have a canonical functor E/X −→ E , hence the induced fibered category
B/X over E/X. The category Qcoh(B/X) of quasi-coherent modules will be called the
category of quasi-coherent modules on X and sometimes denoted simply by QcohX . If
the presheaf X is representable by an object x of E , then the category Qcoh(B/X) is
equivalent to the category opposite to the fiber of B over x.

Applying this general nonsense to the fibered category FC associated with the action
C = (A∼,Φ∼, C) (cf. 1.3.2), we obtain for any presheaf of sets X on AffA∼ the category
of quasi-coherent modules on X.

1.3.3.1. Quasi-coherent modules on an affine scheme. If the presheaf X repre-
sentable, i.e. it is isomorphic to Sp(R∼) for some algebra R∼, then the category QcohX of
quasi-coherent modules on X is equivalent to the category R∼−modC of Φ∼(R∼)-modules
which we call simply R∼-modules in C.

1.4. Examples.

1.4.1. Bimodules and modules. A standard noncommutative example is the
monoidal category R−bimod∼ = (R−bimod,⊗R, R) of bimodules over an associative ring
R acting (by tensoring over R) on the category of left R-modules. For any algebra S in
the monoidal category R − bimod∼ (that is a ring morphism R −→ S), the category of
quasi-coherent modules on Sp(S) is naturally equivalent to the category S −mod of left
S-modules.

1.4.2. The left and right canonical actions of a monoidal category. Let
A∼ = (A,⊗,1) be a monoidal category such that for any M∈ ObA, the functor

A
M⊗−
−−−→ A, V 7−→M⊗ V,

preserves cokernels of reflexive pairs of arrows. The left canonical action of A∼ on the
category A is the triple (A∼,A, (L, a)), where L = LA∼ denotes the functor

A −→ EndA, M 7−→M⊗−,

and a is the associativity constraint. The functor Φ∼ is faithful, becauseM 7−→M⊗ 1 is
a faithful functor. Replacing the action M 7−→M⊗− by M 7−→ −⊗M, we obtain the
right canonical action of the monoidal category A∼ on A.

1.4.3. Operads and algebras over operads. Fix a symmetric additive monoidal
category C∼ = (C,⊗,1, a, l, r;β) (here β is a symmetry, βX,Y : X ⊗ Y −→ Y ⊗ X). Let
S denote the category whose objects are sets [n] = {1, ..., n}, n ≥ 1, and [0] = ∅ and
morphisms are bijections. Denote by CS the category of functors Sop −→ C. In other
words, objects of CS are collections M = (M(n)| n ≥ 0), where Mn is an object of C with
an action of the symmetric group Sn.
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The category CS acts on the category C by polynomial functors:

M : V 7−→M(V ) =
⊕
n≥0

M(n)⊗Sn V ⊗n (1)

The composition of polynomial functors is again a polynomial functor. This defines
a tensor product, �, on CS called the plethism product. We denote the corresponding
monoidal category (CS,�,1S) by C∼S. Here 1S is the unit object 1S. One can see that
1S(n) = 0 if n 6= 1 and 1S(1) is the unit object of the category C∼. Thus we have an
action C of the monoidal category CS on the category C.

Algebras in the monoidal category CS are called operads, or C∼-operads. For each
operad R, the corresponding category of quasi-coherent sheaves on Sp(R) is usually called
the category of R-algebras.

1.5. Affine schemes and relative affine schemes. We shall use here the terminol-
ogy of [KR3]. Fix an action C = (A∼, C,Φ∼). Let SpC denote the functor (AlgA∼)op =
AffA∼ −→ Catop/C which assigns to any affine scheme X = Sp(R∼) in A∼ the ob-
ject (SpC(R∼), fC) of Catop/C. Here SpC(R∼) is the object of Catop corresponding to
the category R∼ −modC , and fC is the canonical morphism having the forgetful functor
R∼−modC −→ C as a direct image functor. To any affine morphism Sp(R∼) −→ Sp(S∼),
the functor SpC assigns the morphism direct image of which is the corresponding pull-back
functor. There is a canonical morphism from the fibered category FC π−→ (AlgA∼)op

to the fibered category Catop/C which assigns to any object (R∼,M) of FC the object
(SpC(R∼),M).

1.5.1. C-affine morphisms. Morphisms of the form SpC(ψ) will be called C-affine,
or, loosely, affine. They are not usually affine in the sense of [R1], 2.3, as one can see taking
as A∼ the monoidal category End∼2 C and as Φ∼ the identical monoidal functor. Let C be
the left canonical action (A∼,L∼) of a monoidal category A∼ satisfying the conditions of
1.4.2.

1.5.2. Lemma. Let R = (R,µ) and S = (S, ν) be algebras in A∼ and ψ an algebra
morphism S −→ R. The morphism SpC(ψ) : R−mod −→ S −mod is affine iff the inner
hom HomS(R,M) exists for all left S-modules M .

Proof. Suppose the inner hom HomS(R,M) exists for all left S-modules M . It has
a canonical left action of R. For any left R-module L, we have a canonical functorial
isomorphism

HomR(L,HomS(ψ∗(R),M)) ∼−→ HomS(ψ∗(R⊗R L),M) = HomS(ψ∗(L),M) (1)

which shows that the functor M 7−→ HomS(ψ∗(R,M) is a right adjoint to the direct image
functor ψ∗. The isomorphism (1) can be regarded as a definition of HomS(ψ∗(R,M). In
particular, the existence of a right adjoint to ψ∗ implies that of HomS(ψ∗(R),M).

1.5.2.1. Note. In the case A∼ = k −mod∼ = (k −mod,⊗k, k) for a commutative
ring k, algebras in A∼ are k-algebras and, given an algebra morphism S −→ R = (R,µ)
and an S-module M , the inner hom, HomS(R,M), coincides with HomS(R,M).
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1.6. The change of action. A morphism from an action C′ = (A′∼, C′,Φ′∼) to an
action C = (A∼, C,Φ∼) is a triple (Ψ∼, g∗;λ), where Ψ∼ is a monoidal functor A′∼ −→ A∼
and g∗ an inverse image functor of a morphism C′ −→ C, and λ a functorial isomorphism
C(M,ΦΨ(E′)(L)) ∼−→ C′(g∗(M),Φ′(E′)(g∗(L))). We leave to the reader defining the com-
position of morphisms. The main example is as follows.

1.6.1. Fix an action C = (A∼, C,Φ∼) such that the category C has cokernels of
reflexive pairs of arrows. Let R∼ = (R,µ) be an algebra in the monoidal category A∼. We
assume that for anyM ∈ ObA, the functors M⊗− and−⊗M preserve cokernels of reflexive
pairs of arrows. In this case we have a well defined monoidal category R∼ − bimod∼ =
(R∼ − bimod,⊗R∼−, R∼). Moreover, there is a naturally defined action of the monoidal
category R∼ − bimod∼ on the category Φ∼(R∼)−modC .

In fact, for any R∼-bimodule M = (m′,M,m′′) and for any Φ∼(R∼)-module (L, ν),
the action of M on (L, ν) assigns to (L, ν) the Φ∼(R∼)-module Φ∼(M)⊗Φ∼(R∼) L. The
latter is the cokernel of the pair of arrows Φ∼(M)Φ∼(R∼)(L) −→−→ Φ∼(M)(L), where one
arrow is the composition of the constraint

φM,R(L) : Φ∼(M)Φ∼(R∼)(L) −→ Φ∼(M⊗R∼)(L)

and the morphism Φ∼(m′′)(L) induced by the right action of R∼ on M. The other arrow
is the image Φ∼(M)(ν) of the left action on L.

We have the forgetful functor R∼−mod g∗−→ C = A with a left adjoint L
g∗7−→ R∼⊗L

and the functor A Ψ−→ R∼− bimod, M 7−→ R∼⊗M ⊗R∼. The latter extends canonically
to a monoidal functor A∼ Ψ∼−→ R∼ − bimod∼.

1.7. The fibered category of bimodules. Fix a monoidal category A∼ such that
for all M ∈ ObA, the functors M ⊗ − preserve colimits of reflexive pairs of arrows. We
associate with A∼ a cofibered category BiA

∼ π−→ (AlgA∼)op = AffA∼ defined as follows.
Objects of the category BiA

∼
are pairs (R∼,M), where R∼ = (R,µ) is an algebra in A∼,

M is an R∼-bimodule. A morphism from (R∼,M) to (S∼, L) is a pair (ψ, ξ), where ψ is
an algebra morphism R∼ −→ S∼, ξ is an S∼-bimodule morphism M −→ ψ∗(L), where ψ∗
is the pull-back functor S∼ − bimod −→ R∼ − bimod induced by the algebra morphism
ψ. The composition is defined in a standard way. The projection π assigns to any object
(R∼,M) the algebra R∼ and to any morphism (ψ, ξ) the algebra morphism ψ. It follows
from the assumptions (and [R2, 1.0.6.1]) that BiA

∼ π−→ AffA∼ is a bifibered category: the
functors ψ∗ have left adjoints. For any R∼ ∈ ObAlgA∼, the fiber R∼−bimod over Sp(R∼)
will be regarded as a monoidal category with respect to ⊗R∼ . For any algebra morphism
ψ : R∼ −→ S∼, the corresponding direct image functor ψ∗ is a monoidal functor (in a
week sense). This monoidal structure is inherited by the fibered category Qcoh(BiA

∼
) of

quasi-coherent morphisms of BiA
∼

(cf. 1.0.1) and, therefore, by the category Qcoh(BiA
∼

)
of quasi-coherent presheaves of bimodules (see 1.0.2).

Fix an action C = (A∼, C,Φ∼) such that the category C has cokernels of reflexive
pairs of arrows. It follows from 1.6 that the action Φ∼ of the monoidal category A∼ on
the category C induces an action of the fibered category BiA

∼
on the fibered category FC

defined in 1.4. This action induces an action of Qcoh(BiA
∼

) on the corresponding fibered
category Qcoh(FC) of quasi-coherent morphisms.
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1.8. Fibered categories and quasi-coherent presheaves associated with a
functor from AffA∼ . Let G be a functor AffA∼ = (AlgA∼)op −→ S. For any X ∈ ObS,
we have a natural functor G/X −→ AffA∼ and the corresponding pull-back, FC,G/X (see
[R2, 1.0.4]), of the fibered category FC (cf. 1.4). In particular, we have the category
Qcoh(FC,G/X) of quasi-coherent presheaves on X (cf. 1.0.4). Since the construction is
functorial in X, it gives a rise to a fibered category over S having Qcoh(FC,G/X) as a
fiber at an object X. Similarly, one can define the monoidal category of quasi-coherent
bimodules on each object X of the category S as the category of quasi-coherent presheaves
of the fibered category πG/X : BiA

∼,G/X −→ AffA∼ obtained as the pull-back by the
canonical functor G/X −→ AffA∼ .

1.8.1. Quasi-coherent presheaves on a presheaf of sets. The case of a particular
interest is when the functor G is the canonical embedding

h : AffA∼ −→ Fun(Affop
A∼ ,Sets), X 7−→ AffA∼(−, X)

of the category AffA∼ to the category of presheaves of sets on AffA∼ . We have then
the notion of the category PQcohX of quasi-coherent presheaves on a presheaf of sets X
and the monoidal category Qcoh(BiX) of quasi-coherent bimodules on X together with
an action of Qcoh(BiX) on QcohX .

2. Examples of affine schemes.

2.1. Vector fiber of an object. Let A∼ be a monoidal category, and let F denote
the forgetful functor

AlgA∼ −→ A, (R,µ) 7−→ R.

2.1.1. Lemma. Let E ∈ ObA be such that the functors E ⊗− : A −→ A and −⊗E
preserve countable coproducts. And let there exist a coproduct

∐
n≥0

E⊗n. Then the functor

A(E,F−) : AlgA∼ −→ Sets is corepresentable.

Proof. Denote by T (E) the algebra (
∐
n≥0E

⊗n, µE), where the multiplication µE is
given by the identical morphisms E⊗n ⊗ E⊗m −→ E⊗(m+n). For any algebra (R,µ) in
A∼, the natural map A(E,R) −→ AlgA∼(T (E), (R,µ)) is a functorial isomorphism.

2.1.2. Corollary. Assume that A has countable coproducts and ⊗ : A × A −→ A
preserves countable coproducts in both arguments. Then the functor

F : AlgA∼ −→ A, (R,µ) 7−→ R

has a left adjoint.

2.1.3. Corollary. Let E1, E2 ∈ ObA be such that the functors Ei ⊗ − and − ⊗ Ei,
i = 1, 2, preserve countable coproducts. Assume that T (E1), T (E2), and T (E1

∐
E2) exist.

Then there is a natural algebra isomorphism T (E1

∐
E2) ' T (E1) ? T (E2).

2.1.4. Vector fibers. Let E ∈ ObA satisfy the conditions of 2.1.1. The vector fiber,
V(E), associated with E is the affine scheme SpA∼(T (E)).
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It follows that if the objects E1, E2 of A satisfy the assumptions of 2.1.3, then the
product V(E1)×V(E2) exists and is isomorphic to V(E1

∐
E2).

2.1.5. Proposition. Let E,E′ ∈ ObA satisfy the assumptions of 2.1.1, and let E′

φ : E −→ E′ be a strict epimorphism. If Φ(E′) is right exact, then the corresponding
morphism V(E′) −→ V(E) is a closed immersion.

Proof. Since φ : E −→ E′ is a strict epimorphism and the functor E 7−→ T (E)
is right exact (compatible with all colimits as any functor having a right adjoint), the
corresponding algebra morphism T (φ) : T (E) −→ T (E′) is a strict epimorphism, hence
the assertion.

2.2. Quasi-coherent modules on a vector fiber. Fix an action C = (A∼, C,Φ).
Let an object E of A is such that Φ∼(T (E)) is naturally isomorphic to T (Φ(E)) (which
is the case if the functors E ⊗− and Φ are compatible with countable coproducts). Then
the category QcohV(E)/C of quasi-coherent V(E)/C-modules is isomorphic to the category

of actions of Φ(E): its objects are pairs (M,Φ(E)(M)
ξ−→ M), and morphisms and their

composition are defined in an obvious way.

2.3. Admissible pairs of objects. Finite objects. We say that a pair (M,L) of
objects of C is C-admissible if the functor

A −→ Sets, F 7−→ C(M,Φ(F )(L)) (1)

is corepresentable, i.e. there is an object L∧M of A (defined uniquely up to isomorphism)
and a functorial (in F ) isomorphism C(M,Φ(F )(L)) ' A(L∧M,F ). We call an object L
of the category C finite if (M,L) is an admissible pair for any M ∈ ObC.

2.3.1.1. Example. Let C = R −mod for an associative ring R, A∼ is the monoidal
category of R-bimodules. Then finite objects of the category C are projective R-modules
of finite type. If L is a projective R-module of finite type and M an arbitrary left R-
module, then L∧M ' M ⊗ L∨, where L∨ denotes the dual to L (right) R-module: L∨ '
R − mod(L,R). In particular, if L = R, then L∧M is isomorphic to the R-bimodule
M ⊗Rr, where Rr is R regarded as a right R-module.

2.3.1.2. Example. Let C = (A,A∼,Φ) be the left standard action of A∼ on A
(cf. 1.4.2.). Let L,M ∈ ObA. By definition, the pair (M,L) is admissible iff the functor
A −→ Sets, F 7−→ C(M,F ⊗ L)) is corepresentable. Suppose that L is a finite object,
i.e. there exists an object L! such that the functor L!⊗− is a right adjoint to L⊗−. Then
F ⊗ L ' Hom(L!, F ), hence

C(M,F ⊗ L)) ' C(M,Hom(L!, F )) ' C(M ⊗ L!, F )

functorially in F . In other words, L is finite object of the monoidal category A∼ iff it is a
finite object (in the sense of 2.3.1) of the left base.

2.3.2. Lemma. Let (Ψ∼, g∗;λ) : C′ = (A′∼, C ′,Φ′∼) −→ C = (A∼, C,Φ∼) be a
morphism (cf. 3.6) such that the functor Ψ has a left adjoint, Ψ∗. Then for any C-
admissible pair (L,M), the pair (g∗(L), g∗(M)) is C′-admissible.
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Proof. In fact, we have functorial isomorphisms

A′(Ψ∗(L∧M), E′) ' A(L∧M,Ψ(E′)) '

C(M,ΦΨ(E′)(L)) ' C ′(g∗(M),Φ′(E′)(g∗(L)))

Hence the assertion.

2.3.3. Corollary. Let A∼ (resp. A′∼) be the category of continuous (i.e. hav-
ing a right adjoint) endofunctors of a category C (resp. C′). Let C = (A∼, C,Φ∼) and
C′ = (A′∼, C ′,Φ′∼) be the corresponding actions, and let g : C ′ −→ C be a continuous
morphism such that g∗ has a right adjoint. Then for any C-admissible pair (L,M), the
pair (g∗(L), g∗(M)) is C′-admissible. In particular, (g∗(L), g∗(M)) is admissible for any
affine morphism g.

Proof. 1) The morphism g induces a morphism (Ψ∼g , g) : C′ = (A′∼, C ′,Φ′∼) −→ C =
(A∼, C,Φ∼), and the functor Ψg maps every continuous functor F ′ : C ′ −→ C ′ (– an object
of A′) to g∗F ′g∗. It has a left adjoint, Ψ∗g, which maps any continuous functor F : C −→ C
to g∗Fg∗. By 2.3.2, the pair (g∗(L), g∗(M)) is admissible and (by the argument of 2.3.2)
(g∗(L))∧(g∗(M)) = Ψ∗g(L

∧M) = g∗(L∧M)g∗.
2) One can give an independent (on 2.3.2) argument. For any continuous functor

F : C −→ C, the functor g∗Fg∗ is continuous, and we have canonical isomorphisms

C′(g∗(L), Fg∗(M)) ' C(L, g∗Fg∗(M)) ' A(L∧M, g∗Fg
∗(M)) ' A′(g∗(L∧M)g∗, F )

Since these isomorphisms are functorial in F , it follows that the pair (g∗(L), g∗(M))
is admissible and g∗(L)∧g∗(M) ' g∗(L∧M)g∗.

2.4. Vector fibers associated with admissible pairs. Adjoining maps and
imposing relations. The following proposition is a generalization of Theorem 3.1 in [B].

2.4.1. Proposition. (a) Let (M,P ) be an admissible pair of objects of C. Then the
functor

AlgA∼ −→ Sets, S 7−→ HomS(S(M), S(P )), (1)

is (representable by) an affine A∼-scheme.
(b) More generally, given a family of admissible pairs of {(Mi, Pi), i ∈ J} of objects

of C, for which there exists a coproduct of {P∧i Mi | i ∈ J}, there exists an algebra B and
a uniquely defined family of morphisms fi : B(Mi) −→ B(Pi) with the universal property:
for any algebra T and any family of T -module morphisms gi : T (Mi) −→ T (Pi), i ∈ J ,
there exists a unique algebra morphism B −→ T such that gi = T ⊗B fi for all i ∈ J .

Proof. (a) Let ψ∗ denote the forgetful functor S−modC −→ C. We have the following
isomorphisms functorial in S:

HomS(S(M), S(P )) ' A(M,ψ∗(S(P ))) ' A(P∧M,ψ∗(S)) '

AlgA∼(T(P∧M), S) ' AffA∼(Sp(S),V(P∧M)),
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i.e. the functor (1) is representable by the vector fiber V(P∧M).
(b) By (a), we have functorial isomorphisms:∏

i∈J
HomS(S(Mi), S(Pi)) '

∏
i∈J
A(P∧i Mi, ψ∗(S)) ' A(

∐
i∈J

(P∧i Mi), ψ∗(S))

' AlgA∼(T(
∐
i∈J

P∧i Mi), S) ' AffA∼(Sp(S),V(
∐
i∈J

P∧i Mi)),

hence the assertion.

The next assertion is a generalization of Theorem 3.2 in [B].

2.4.2. Proposition. (Imposing relations) (a) Let (M,P ) be an admissible pair of

objects of C, and M
f−→−→
g

P a pair of arrows. There exists a unique up to isomorphism

algebra R such that R(f) = R(g) and universal for the property: given any algebra S with
S(f) = S(g), there exists a unique algebra morphism R −→ S.

(b) More generally, given a family of pairs of morphisms, Mi

fi−→−→
gi

Pi, i ∈ J, such

that all pairs (Mi, Pi) are admissible and there exists a coproduct of {P∧i Mi| i ∈ J}, there
exists an algebra R universal for the property R(fi) = R(gi) for all i ∈ J .

Proof. (a) Since HomS(S(M), S(P )) ' AlgA∼(T(P∧M), S) (see the argument of
2.4.1(a)), the universal algebra R is a cokernel of the pair of algebra morphisms

T(P∧M)
fa−→−→
ga

1

corresponding to the morphisms f and g.
(b) It follows from the functorial isomorphism∏

i∈J
HomS(S(Mi), S(Pi)) ' AlgA∼(T(

∐
i∈J

(P∧i Mi), S)

(see the argument of 2.4.1(b)) that the universal algebra R is a cokernel of the pair of
algebra morphisms

T(
∐
i∈J

P∧i Mi)
fa−→−→
ga

1

corresponding to the family of pairs of morphisms {fi, gi, i ∈ J}.

2.5. The group scheme GLV . Fix objects V, W of the category C. We have a
functor

IsoV,W : Affop
A∼ −→ Sets, X 7−→ AutQcohX/C

(f∗X(V ), f∗X(W )) (1)

2.5.1. Proposition. Let V, W be objects of the category C such that the pairs
(V,W ), (W,V ), (V, V ), and (W,W ) are admissible. Then the functor IsoV,W is repre-
sentable by an affine A∼-scheme.
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Proof. (a) Let (V,W ) and (W,Z) be admissible pairs of objects of C. Consider the
functor GV,W,Z : Affop

A∼ −→ Sets which assigns to any affine scheme X = SpA∼(R) the
pair of morphisms f∗X(V ) v−→ f∗X(W ) w−→ f∗X(Z). The functor GV,W,Z is representable by
V(W∧V )×V(Z∧W ).

(b) Let (V,W ), (W,V ), and (V, V ) be admissible pairs of objects of C. Denote by
ΦV,W the subfunctor of the functor G = GV,W,V which assigns to any affine scheme X the
subset of all pairs (v, u) ∈ GV,W,V (X) such that u ◦ v = id. We claim that the functor
ΦV,W is representable by an affine scheme.

Consider two functorial maps

GV,W,V (X)
αX

−−−→
−−−→
βX

QcohX/C(f∗X(V ), f∗X(V ))

defined by αX(v, u) = u ◦ v and βX(v, u) = idf∗
X

(V ). Since the pair (V, V ) is admissible,

QcohX/C(f∗X(V ), f∗X(V )) ' AffA∼(X,V(V ∧V ))

Let α′, β′ denote the corresponding morphisms

V(W∧V
∐

V ∧W ) ' V(W∧V )×V(V ∧W ) −→ V(V ∧V )

The functor ΦV,W is representable by the kernel of the pair of morphisms α′, β′.
(c) Let (V,W ), (W,V ), (V, V ), and (W,W ) be admissible pairs of objects of C. And

let X be an affine A∼-scheme. The set Iso(f∗X(V ), f∗X(W )) is naturally isomorphic to the
set of pairs (u, v), where f∗X(V ) u−→ f∗X(W ) and f∗X(W ) v−→ f∗X(V ) are quasi-coherent
module morphisms such that u◦v = id and v ◦u = id. So Iso(f∗X(V ), f∗X(W )) is identified
with the fiber product of the morphisms

ΦV,W (X)
φ−→ GV,W,V (X)

ψ←− ΦW,V (X),

where φ = φV,W is the natural embedding, ψ is the composition of the natural embedding
φW,V : ΦW,V −→ GW,V,W and the functorial isomorphism

GW,V,W −→ GV,W,V , (u, v) 7−→ (v, u)

Thus the map IsoV,W is extended to the functor which is the kernel of the pair of
functor morphisms (φ, ψ). Since both source and target of the arrows φ, ψ, the functors
ΦV,W and GV,W,V , are representable, the functor IsoV,W is representable too.

2.5.2. Corollary. Let V be an object of C such that the pair (V, V ) is admissible.
The functor AutV is representable by an affine A∼-scheme in groups.

The following proposition is a generalization of Theorem 3.3 in [B].

2.6. Proposition. Let B and D be small categories, G a functor B −→ C which is
a bijection on objects. Let F : B −→ C be a functor having the following property:
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(†) the pair of objects (F (X), F (Y )) is admissible if D(G(X), G(Y )) is not empty.
Suppose the category A has small colimits. Then there exist an algebra RF,G and a

functor HF.,G : D −→ RF,G −modC which make the following diagram commute

B
F
−−−→ C

G
y y RF,G⊗

D
HF,G
−−−→ RF,G −modC

(1)

and which are universal for this property.

Proof. (a) Suppose first that D coincides with the image of G. Then applying 2.4.2(b),
we obtain an algebra R (which is a quotient of 1) and a functor H : D −→ R−modC such
that the diagram

B
F
−−−→ C

G
y y R⊗
D

H
−−−→ R−modC

commutes and the pair (H,R) is universal for this property.
(b) If G : HomB −→ HomD is not surjective, (a) gives a reduction to the case when

B is a subcategory of D with the same set of objects and G is the inclusion functor.
We apply 2.4.1(b) to obtain all morphisms needed, and then apply 2.4.2(b) for relations.
Details are left to the reader.

It is convenient to have a slight modification of 2.6:

2.6.1. Proposition. Let B and D be small categories, and let G : B −→ D be
a functor injective on objects and such that every object of D is isomorphic to an object
of the image of G. Suppose the category A has small colimits. Then for any functor
F : B −→ C satisfying the condition (†) of 2.6, there exist an algebra RF,G and a functor
HF.,G : C −→ RF,G −modC which make the following diagram commute

B
F
−−−→ C

G
y y RF,G⊗

D
HF,G
−−−→ RF,G −modC

(1)

and which are universal for this property. The functor HF,G is defined uniquely up to
isomorphism.

Proof. Let D′ be the full subcategory of D defined by ObD′ = G(ObB), and let
G′ : B −→ D′ be the corestriction of the functor G to D′. By 2.6, there exist an algebra
RF,G′ and a functor HF,G′ : D′ −→ CF,G′ such that the diagram

B
F
−−−→ C

G′
y y RF,G′⊗
D′

HF,G′

−−−→ RF,G′ −modC

(2)
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commutes and which are universal for this property. The embedding J∗ : D′ −→ D is an
equivalence of categories. Let J∗ : C −→ D′ denote a left adjoint (a quasi-inverse) to J∗
such that J∗ ◦ J∗ = IdD′ . Then HF,G = HF,G′ ◦ J∗ is the desired universal functor.

2.7. Localizations and universal localizations. We have the following corollary
of Proposition 2.6:

2.7.1. Proposition. Let F : B −→ C be a functor satisfying the condition
(†∗) The pair (F (X), F (Y )) is admissible if B(X,Y ) is non-empty.
Let Σ be a class of morphisms of the category B and G = QΣ the localization functor

B −→ Σ−1B. Then there exists a unique (up to isomorphism) algebra RΣ and a unique
functor FΣ : Σ−1B −→ RΣ −modC such that the diagram

B
F
−−−→ C

QΣ

y y RΣ⊗

Σ−1B
FΣ
−−−→ RΣ −modC

(3)

commutes and which are universal for this property.

2.7.2. Note. Suppose the conditions of 2.6.1 on functors D G←− B
F−→ C and the

category A hold. Consider a map which assigns to any algebra S in A∼ the set HG,F (S)
of all functors H : D −→ S −modC such that the diagram

B
F
−−−→ C

G
y y S⊗
D

H
−−−→ S −modC

commutes. It is easy to see that the map is functorial. The assertion 2.6.1 means that this
functor is (representable by) an affine A∼-scheme.

In the case when the functor G : B −→ D is a localization, the set HG,F (S) is either
empty, or has only one element.

2.4.5. Proposition (base change). Let conditions of 2.6 hold. Let S be an algebra
in A∼ and FS the composition of F : B −→ C and S⊗ : C −→ S −modC , M 7−→ S(M).
Then the universal algebra RF ′,G is naturally identified with RF,G

∐
S and the canonical

functor HF ′,G with the composition of the functor HF,G : D −→ RF,G − modC and the
canonical functor RF,G −modC −→ RF,G

∐
S −modC.

Proof. It follows from the commutative diagram

B
F
−−−→ C −−−→ S −modC

G
y y y
D

HF,G
−−−→ RF,G −modC

Φ
−−−→ RF,G

∐
S −modC

(4)
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that there exists a unique morphism ψ : RF ′,G −→ RF,G
∐
S such that Φ ◦ HF,G is the

composition of HF ′,G and the natural functor RF ′,G −modC −−−→ RF,G
∐
S −modC .

3. Grassmannians.

Given a quasi-site (A, τ) and a presheaf of sets X on A, we denote by Xτ a sheaf
associated with X. In what follows, A is the category AffA∼ of affine schemes in a
monoidal category A∼.

3.1. The functor Gr
M,V

. Fix a pair, (M,V ), of objects of the category C. Con-
sider the functor, Gr

M,V
: AlgA∼ −→ Sets, which assigns to any algebra R the set of

isomorphism classes of split epimorphisms R(M) −→ R(V ) and to any R-ring morphism

R
φ−→ S the map Gr

M,V
(R) −→ Gr

M,V
(S) induced by the corresponding inverse image

functor R−modC
φ∗−→ S −modC , N 7−→ T ⊗S N .

3.1.1. The functor G
M,V

. Denote by G
M,V

the functor AlgA∼ −→ Sets which
assigns to any algebra R the set of pairs of morphisms R(V ) v−→ R(M) u−→ R(V ) such
that u ◦ v = idR(V ) and acts naturally on morphisms. The map

π = π
M,V

: G
M,V
−→ Gr

M,V
, (v, u) 7−→ [u], (1)

is a functor epimorphism.

3.1.2. Relations. Denote by R
M,V

the ”functor of relations” G
M,V
×
Gr
M,V

G
M,V

. By
definition, R

M,V
is a subfunctor of G

M,V
×G

M,V
which assigns to each algebra R the set of

all 4-tuples (u1, v1;u2, v2) ∈ G
M,V
×G

M,V
such that the epimorphisms u1, u2 : R(M) −→

R(V ) are equivalent. The latter means that there exists an isomorphism ϕ : R(V ) −→
R(V ) such that u2 = ϕ ◦ u1, or, equivalently, ϕ−1 ◦ u2 = u1. Since ui ◦ vi = id, i = 1, 2,
these equalities imply that ϕ = u2 ◦ v1 and ϕ−1 = u1 ◦ v2. Thus R

M,V
(R) is a subset of all

(u1, v1;u2, v2) ∈ G
M,V

(R)×G
M,V

(R) satisfying the following relations:

u2 = (u2 ◦ v1) ◦ u1, u1 = (u1 ◦ v2) ◦ u2 (2)

in addition to the relations describing G
M,V

(R)×G
M,V

(R):

u1 ◦ v1 = id = u2 ◦ v2 (3)

Denote by p1, p2 the canonical projections R
M,V

−−−→
−−−→ G

M,V
. It follows from the

surjectivity of G
M,V
−→ Gr

M,V
that the diagram

R
M,V

−−−→
−−−→ G

M,V

π
−−−→ Gr

M,V
(4)

is exact.

3.1.3. Proposition. If the pairs of objects (M,V ) and (V,M) are admissible, the
functors G

M,V
and R

M,V
are corepresentable.
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Proof. The representability of the functor G
M,V

is a consequence of 2.6 applied to the
following setting: D is a category with two objects, x and y, and arrows f : x → y, g :
y → x such that f ◦ g = idy; B is the discrete subcategory of D (i.e. it has only identical
morphisms) with objects x and y; F : B −→ C maps the object x to M and the object y
to V .

The representability of the functor R
M,V

follows from the representability of G
M,V

,
the description of R

M,V
in terms of relations (cf. 3.1.2), and Proposition 2.4.2. Details are

left to te reader.

3.1.4. τ-Grassmannians. Let τ be a topology on the category AffA∼ of affine
schemes in the monoidal category A∼. We denote by Grτ

M,V
the τ -space (i.e. a τ -sheaf)

associated with Gr
M,V

. We call the functor Grτ
M,V

a τ -Grassmannian of the type (M,V ).
Suppose the pairs (M,V ) and (V,M) are admissible. Let G

M,V
and R

M,V
be algebras

corepresenting the functors resp. G
M,V

and R
M,V

. And let G
M,V

p1−→−→
p2
R
M,V

be morphisms

corresponding to the projections R
M,V

p1−→−→
p2

G
M,V

. If τ is subcanonical, then the exact

diagram (4) induces an exact diagram of τ -spaces

R
M,V

−−−→
−−−→ G

M,V
−−−→ Grτ

M,V
. (5)

If the projections R
M,V
−→−→ G

M,V
are τ -covers, then Grτ

M,V
is a locally affine τ -space in

terms of [KR2, 8.3].

3.1.5. Grassmannians and projective spaces. Fix two objects,M and V, of the
category A. Specializing the constructions of 3.1 in the case of the standard right action
of the monoidal category A∼, we obtain the functors GrM,V , GrτM,V , GM,V , and RM,V
from AlgA∼ to Sets together with the exact diagram

RM,V
−−−→
−−−→ GM,V −−−→ GrM,V

and a canonical morphism GrM,V −−−→ GrτM,V . If τ is subcanonical, then the corre-
sponding diagram of τ -spaces,

RM,V
−−−→
−−−→ GM,V −−−→ GrτM,V ,

is exact. We denote by Pτ
M the τ -space GrτM,1 and call it the projective τ -space of M.

3.2. Generic Grassmannians. Fix an object E of C. For any algebra S in A∼,
denote by GrE(S) the set of isomorphism classes of split epimorphisms S(E) −→ L′. The
map S 7−→ GrE(S) extends naturally to a functor GrE : AlgA∼ −→ Sets.

For any L ∈ ObA, there is a natural functor morphism GE,L
ρL−→ GrE .

3.2.1. The functor PrE. Denote by PrE the functor AlgA∼ −→ Sets which assigns
to any algebra S the set of projectors of S(E), i.e. morphisms S(E)

p−→ S(E) such that
p2 = p. We have a natural functor epimorphism

PrE −→ GrE (1)
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3.2.2. Relations. Two projectors, S(R)
p1−→−→
p2

S(R) are equivalent if their images by

(1) are isomorphic. The latter can be expressed by the equalities

p1p2p1 = p1 and p2p1p2 = p2. (2)

Thus the functor of relations RE = PrE ×GrE PrE of the morphism (1) assigns to
each algebra S the subset of all (p1, p2) ∈ PrE ×PrE satisfying the relations (2) above (in
addition to the relations p2

i = id, i = 1, 2).
We have an exact diagram

RE
−−−→
−−−→ PrE

π
−−−→ GrE (3)

3.2.2.1. It follows from 2.4.2 that if (E,E) is admissible, the functors RE and PrE
are corepresentable.

3.2.3. Generic τ-Grassmannians. Let τ be a topology on the category AffA∼ of
affine schemes in the monoidal category A∼. We denote by GrτE the τ -space associated
with GrE . We call the functor GrτE a generic τ -Grassmannian of the type E.

Suppose the pair (E,E) is admissible. Let PrE and RE be algebras corepresenting
the functors resp. PrE and RE . And let pi, i = 1, 2, be the morphisms PrE −→−→ RE
corresponding to the projections RE

−→−→ PrE .
If τ is subcanonical, then the exact diagram (3) induces an exact diagram of τ -spaces

RE

p1

−−−→
−−−→
p2

PrE −−−→ GrτE . (4)

If the canonical morphisms pi, i = 1, 2, in (4) are covers, then GrτE is a locally affine
τ -space.

3.3. Some properties of Grassmannians.

3.3.1. Functoriality. One can see that the map E 7−→ GrE is functorial for split
epimorphisms. Moreover, we have the following

3.3.1.1. Proposition. For any locally split epimorphism E′ −→ E, the correspond-
ing morphism GrτE −→ GrτE′ is a closed immersion.

Proof is left to the reader.

There is a similar assertion for non-generic Grassmannian GrτE,L:

3.3.1.2. Proposition. The map E 7−→ GrτE is functorial for locally split epi-
morphisms. For any locally split epimorphism E′ −→ E, the corresponding morphism
GrτE,L −→ GrτE′,L is a closed immersion.

Proof. The argument is left to the reader.
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3.3.1.3. The canonical morphism ρE : GrτE,L −→ GrτE is functorial in E. That is for
any locally split epimorphism E′ −→ E, the diagram

GrτE,L
ρE
−−−→ GrτEy y

GrτE′,L
ρE′
−−−→ GrτE′

(1)

commutes.

3.3.2. Proposition. Grassmannians are separated.

Proof. Let V = Sp(R) be an arbitrary affine scheme, and let hV
u1−→−→
u2

GrτE,L be a pair

of morphisms over R. The claim is that the kernel of the pair (u1, u2) is representable by
a morphism of affine schemes (cf. GA.3.1).

Let ξi : R(E) −→ Li be a locally split morphism corresponding to ui, i = 1, 2. Let
(vi1, v

i
2) be a pair of arrows Mi

−→−→ R(E) such that ui is a cokernel of (vi1, v
i
2), i = 1, 2.

Consider the compositions

(ξ1v2
1 , ξ1v

2
2) : M2

−→−→ L1 and (ξ2v1
1 , ξ2v

1
2) : M1

−→−→ L2. (1)

By 2.4.2, there exists a universal affine scheme morphism ψ : W −→ V such that the
image of each of the pairs (1) by ψ∗ belongs to the diagonal. And this morphism ψ is a
closed immersion.

3.3.3. Proposition. Grassmannians are proper.

Proof. Since Grassmannians are separated, it suffices to show that the canonical
morphism GrE,L

π−→ S is a cover in τcan. For an arbitrary morphism Sp(A)
f−→ S, the

induced projection is isomorphic to the canonical morphism Grf∗(E),f∗(L) −→ Sp(A). The
morphism GrE,L

π−→ S is a cover in the canonical topology, because

Gf∗(E),f∗(L) −→ Sp(A)

is represented by a strict epimorphism.

4. Complements on Grassmannians.

4.1. Tautological morphism. Let GrE,L
p−→ X be the canonical projection. The

tautological or universal morphism p∗(E) −→ L(1) is defined uniquely up to isomorphism

by the following universal property: for any morphism Y
f−→ X and any locally split

epimorphism f∗(E) −→ L′ with L′ locally isomorphic to f∗(L), there exists a unique
morphism

Y
g

−−−→ GrE,L
f ↘ ↙ p

X
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and a unique isomorphism g∗L(1) ∼−→ L′ such that the diagram

g∗f∗(E) −−−→ g∗L(1)
o
y yo
f∗(E) −−−→ L′

(1)

commutes. In particular, any locally split epimorphism ξ : E −→ L′, where L′ is locally
isomorphic to L, determines a section sξ : X −→ GrE,L, i.e. p ◦ sξ = idX . On the other
hand, the epimorphism ξ defines a closed embedding

GrL′,L
jξ
−−−→ GrE,L

p
L′ ↘ ↙ p

X

(2)

In the commutative case, the projection p
L′ is an isomorphism. This is far from being

the case in the noncommutative setting. Thus we have the following diagram

GrL′,L
jξ
−−−→ GrE,L

p
L′ ↘↖ s′ sξ ↗↙ p

X

(3)

with arrows satisfying the identities:

p
L′ = p ◦ jξ, sξ = jξ ◦ s′, p

L′ ◦ s
′ = idX = p ◦ sξ. (4)

4.1.1. The universal hyperplane sheaf. Suppose the category C has zero (i.e. a
final object which is initial too). Then for any two objects, M and M ′, there is a zero

morphism from M to M ′, hence a kernel of any morphism M
f−→M ′ which is by definition

the kernel of the pair M
f−→−→
0

M ′. In particular, we have the tautological exact sequence

0 −→ H −→ p∗(E) −→ L(1) −→ 0 (1)

The kernel H = HE of the universal morphism is called, as in the commutative case,
the universal hyperplane sheaf.

4.2. Zero section and the hyperplane at infinity. Let E′ = E
∏
L, and let

L
p
L←− E

∏
L

p
E−→ E be canonical projections. The projection p

L
determines a canonical

section X −→ GrE′,L which (following the commutative tradition) will be called the zero

section. The projection E′
p
E−→ E induces a closed embedding GrE,L −→ GrE′,L called

the hyperplane at infinity.

4.3. Vector bundles and Grassmannians. Fix a morphism L
φ−→ E. For any

algebra S, consider the set Fφ;E,L(S) of all morphisms S(E) v−→ L′ such that v ◦ S(φ) is
an isomorphism.
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4.3.1. Proposition. (a) The map S 7−→ Fφ;E,L(S) is naturally extended to a sub-
functor Fφ;E,L : AlgA∼ −→ Sets of GrE,L.

(b) The functor Fφ;E,L is representable by an affine scheme.
(c) The canonical morphism Fφ;E,L −→ GrE,L is an affine localization.

Proof. (a) (i) In fact, if v : S(E) −→ L′ belongs to Fφ;E,L(S), i.e. v ◦ S(φ) is an
isomorphism, then for any morphism h : S −→ T , the composition h∗(v) ◦ h∗S(φ) is an
isomorphism. There is a natural morphism Fφ;E,L −→ GrE,L.

(ii) Note that one can identify Fφ;E,L(S) with the set of epimorphisms S(E) v−→ S(L)
such that v ◦ S(φ) = idS(L). In fact, if v′ : S(E) −→ L′ is such that

w = v′ ◦ S(φ) : S(L) −→ L′

is an isomorphism, then v = w−1 ◦ v′ has the required property.
(iii) One of the consequences of the observation (ii) is that the canonical morphism

Fφ;E,L −→ GrE,L is a monomorphism.
(b) There are two maps,

HomS(S(E), S(L))
αS−→−→
βS

HomS(S(L), S(L)),

defined by αS : v 7−→ v ◦ S(φ), βS : v 7−→ idS(L). The maps αS and βS are functorial in
S, hence they define morphisms, resp. α and β, from the functor

(S) 7−→ HomS(S(E), S(L)) ' A(E,S(L))

to the functor
(S) 7−→ HomS(S(L), S(L)) ' A(L, S(L)).

The first functor is representable by V(L∨E), the second one is representable by V(L∨L).
Let α′ and β′ be morphisms from V(L∨E) to V(L∨L) corresponding to resp. α and β. The
functor Fφ;E,L : X 7−→ Fφ;E,L(X) is the kernel of the pair (α, β), hence it is representable
by the kernel, Fφ;E,L, of the pair (α′, β′).

(c) The functor morphism Fφ;E,L −→ GrE,L is representable by an affine morphism;
i.e. for any affine A∼-scheme Y = Sp(S) and any morphism hY −→ GrE,L, the functor

AffA∼ −−−→ Sets, Z 7−→ Fφ;E,L(Z)×GrE,L(Z) hY (Z)

is representable by an affine subscheme of Y .
In fact, any morphism hY −→ GrE,L is uniquely determined by an element of

GrE,L(Y ), i.e. by the equivalence class, [v], of a locally split epimorphism v : S(E) −→ L′.
The corresponding map hY (Z) −→ GrE,L(Z) sends any morphism t : Z −→ Y into [t∗(v)].
Let Z = Sp(T ). The fiber product Fφ;E,L(Z)×GrE,L(Z) hY (Z) consists of all pairs (w, t),
where t ∈ hY (Z) and [w : T (E) −→ T (L)] are such that w ◦ T (φ) = idT (L) and w = t∗(v).
Since v and φ here are fixed, the fiber product Fφ;E,L(Z)×GrE,L(Z) hY (Z) can be identi-
fied with the set of all morphisms t : Z −→ Y such that t∗(v ◦ T (φ)) = idT (L). In other
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words, the fiber product Fφ;E,LZ ×GrE,L(Z) hY (Z) is identified with the kernel of the pair
of morphisms βZ , αZ : hY (Z) −→ HomT (T (L), T (L)), defined by

βZ : t 7−→ idT (L), αZ : t 7−→ t∗(v ◦ T (φ)).

The morphisms βZ , αZ are functorial in Z, and HomT (T (L), T (L)) ' hV(L∨L)(Z). Hence

the morphisms β = (βZ), α = (αZ) define a pair of morphisms Y
α′−→−→
β′

V(L∨L), and the

functor Z 7−→ Fφ;E,LZ ×GrE,LZ hY (Z) is representable by the kernel of the pair (α′, β′).

4.3.2. Projective completion of a vector bundle. Let E′′ = E
∐
L, and let

L
j
L−→ E′′ be the canonical morphism. The functor FjL;E′′,L is isomorphic to the functor

which assigns to an affine A∼-scheme Y = Sp(S) the set HomS(S(E), S(L) (cf. (ii) and
(b) in the argument of 4.3.1). The latter functor is representable by the vector bundle
V(L∨E). By 4.3.1 we have an affine embedding (an open immersion) V(L∨E) −→ GrE,L.
In particular, taking L = OX , we obtain a canonical immersion V(E) −→ Pτ

E . The
projective space Pτ

EtOX can be regarded (as in the commutative case) as the projective
completion of the vector bundle V(E).

4.3.3. Suppose the category C has zero. Then we have canonical projections

L
q
L←− E

∐
L

q
E−→ E

such that q
L
◦ jL = idL. As in 4.2, the projection q

L
determines the zero section

sE : Spec1 = ∗ −→ GrτEtL,L (1)

and the hyperplane at infinity GrτE,L −→ GrτEtL,L. Combining with 4.3.2, we obtain an
open and a closed embeddings of resp. an affine vector bundle and a Grassmannian:

V(L∨E) −→ GrEtL,L ←− GrE,L. (2)

Applying the functor s∗E to the tautological exact sequence

0 −→ H −→ p∗(E
∐

L) −→ L(1) −→ 0 (3)

and using 4.1(1), we obtain a commutative diagram

0 −−−→ s∗E(H) −−−→ s∗ES(E) −−−→ s∗EL(1) −−−→ 0y o
y yo

0 −−−→ E −−−→ E
∐
L −−−→ L −−−→ 0

(4)

Since E is the kernel of the projection E
∐
L −→ L, the left vertical arrow in the

diagram (4), s∗E(H) −→ E, is an isomorphism too.
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4.3.4. The split epimorphisms E ←− E t F −→ F correspond to closed immersions

GrE,L −→ GrEtF,L ←− GrF,L (1)

which induce the canonical morphism

GrE,L
∐

GrF,L −→ GrEtF,L (2)

4.3.4.1. Proposition. The canonical morphism (2) is a closed immersion.

Proof. Let Y = Sp(S), and let

Y
φ

−−−→ GrE,L

ψ
y y

GrF,L −−−→ GrEtF,L

(3)

be a commutative square. The morphism φ corresponds to a locally split epimorphism
S(E) −→ L′ and the morphism ψ corresponds to a locally split epimorphism S(F ) −→ L′′.
The commutativity of the diagram (3) means that there exists an isomorphism L′

∼−→ L′′

such that the diagram
SE t SF −−−→ SF

↘
y

SE L′′

↘ ↗
L′

(4)

in which arrows SE ← SE t SF −→ SF are canonical projections, commutes. This
implies that the morphism SE t SF −→ L′ is zero which contradicts to the assumptions.
Therefore the intersection of the subfunctors GrE,L −→ GrEtF,L ← GrF,L is empty, hence
the assertion.

4.3.4.2. Remark. Restricting Grassmannians to the commutative rings, we obtain
a well known statement (see [GrD2], 4.3.6). Note that the argument in [GrD2] uses the
reduction to the local case and spectral considerations.

5. Generic flags. Let I be a preordered set with initial object ∗. Fix an object,
E, of the category C. For any algebra S, denote by FlE|I set of isomorphism classes of
functors I −→ C which map all arrows ∗ −→ i to split epimorphisms S(E) −→ Li.

Denote by FIE the functor AlgA∼ −→ Sets which assigns to any algebra S the set
of projectors S(E)

pi−→ S(E) such that pipj = pi if i ≤ j. By 2.4.2, the functor FIE is
representable by an affine scheme provided E is a finite object.

We have a natural functor morphism

FIE −→ FlτE|I (1)
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The functor of relations RI
E = FIE ×FlτE|I FIE consists of all ({pi|i ∈ I}, {p′i|i ∈ I}) ∈

FIE ×FlτE|I FIE satisfying the relations

pip
′
ipi = pi and p′ipip

′
i = p′i (2)

(see the argument of 3.2.1). By 2.4.2, the functor RE is representable by an affine scheme
if E is finite. If I = {0, 1, 2, ..., r} with the natural order, we shall write FlτE|r instead of
FlτE|I and FrE instead of FIE .

5.1.1. The functor FlτE|I . Fix a topology τ on AffA∼ . We denote by FlτE|I the
τ -space associated with FlE|I . For any algebra S, FlτE|I(S) can be regarded as the set
of isomorphism classes of functors I −→ C which map all arrows ∗ −→ i tolocally split
epimorphisms S(E) −→ Li.

5.1.2. Proposition. Suppose τ is a subcanonical pretopology whose covers consists
of one arrow (which we call deflation). Let the object E be finite, and the projections
RE|I −→−→ FE|I are represented by deflations. Then the functor FlτE|I is representable by a
locally affine space FlτE.

Proof. The argument is left to the reader (cf. 3.1.5).

5.2. Proposition. Assume that I is finite. Then
∏
i∈I Gr

τ
E is a locally affine space

and the natural embedding
FlτE|I −→

∏
i∈I

GrτE (3)

is a closed immersion.

Proof. The argument is left to the reader.

5.3. An action of GLE on generic flag varieties. The functor GLE acts naturally
on the functor FIE and on FlτE|I , and the canonical morphism 5.1(1) is compatible with
these actions. In particular, the induced action of GLE on FIE×FIE preserves the subfunctor
of relations RI

E .

5.4. Stiefel schemes and flag varieties.

5.4.1. Universal Stiefel schemes. Let E be a finite right R-module. Fix a
number r and consider the universal direct sum decomposition E =

∐
1≤n≤r

Pi by adjoin-

ing to R universal idempotent morphisms ei, 1 ≤ i ≤ r such that eiej = δijei. We
denote the resulting algebra by R〈E; r, eiej = δijei〉. The corresponding affine scheme
Sp(R)〈E; r, eiej = δijei〉 −→ Sp(R) over R will be denoted by UStiefr+1(E) and called
the universal Stiefel scheme of rank r + 1.

There is a natural action of the affine group scheme GLE on the Stiefel scheme
UStiefr+1(E).

5.4.2. There is a natural functorial morphism

Stiefr+1(E)(S) −→ FrE(S) (3)
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which maps the set of projectors (e1, ..., er) to the set of projectors (p1, ..., pr), where
pi = e1 + ...+ ei, 1 ≤ i ≤ r.

5.4.3. Proposition. The canonical morphism (3) is an isomorphism. In particular,
the composition

Stiefr+1(E) −→ FlτE|I (4)

of the morphism (3) with the morphism FrE −→ FlτE|r is a surjection of spaces.

Proof is left to the reader.

5.4.4. Note that the morphism (3) is compatible with the action of GLE , hence the
composition of the morphism (3) with the morphism FrE −→ FlτE|r is compatible with the
action of GLE .

6. General grassmannian type spaces.

6.1. The functor FE. Let B, D1, D2 be small categories and B
G1−→ D1 and

D1
G2−→ D2 functors. Fix a functor B E−→ C. Denote this data by E. For any algebra

S, denote by F∼E (S) the category whose objects are functors D1
L−→ S −modC such that

S ◦ E and L ◦ G1 are isomorphic and the functor L extends to D2. The correspondence
S 7−→ F∼E (S) is functorial in S. Hence the map FE which assigns to S the set FE(S) of
isomorphism classes of objects of F∼E (S) extends to a functor FE : AlgA∼ −→ Sets.

6.1.1. Functoriality. A morphism from the data E = (D2
G2←− D1

G1←− B
E−→ C) to

the data E′ = (D′2
G′2←− D′1

G′1←− B′ E′−→ C) is a commutative diagram of functors

D2

G2
←−−− D1

G1
←−−− B

E
−−−→ Cy y y y Id

D′2
G′2
←−−− D′1

G′1
←−−− B′

E′

−−−→ C

(1)

The composition is defined in a natural way. It follows from the definitions that the presheaf
FE depends functorially on the data E: to each morphism E −→ E′, there corresponds a
presheaf morphism FE′ −→ FE.

6.1.2. Functors LE,G and RE,G. Set G = G2 ◦ G1 : B −→ D2. Consider the
pseudo-functor L∼E,G : AlgA∼ −→ Cat which assigns to each algebra S the category of all
functors H : D2 −→ S −modC such that H ◦ G = S ◦ E and the similar pseudo-functor
L∼E,G1

. There are natural pseudo-functor morphisms

π∼1 : L∼E,G −→ L∼E,G1
, H 7−→ H ◦G2,

and
π∼0 : L∼E,G −→ F∼E,G1

.

Let LE,G, LE,G denote the functors AlgA∼ −→ Sets associated resp. with L∼E,G
and L∼E,G. Let π0 : LE,G −→ LE,G1 and π1 : LE,G −→ FτE be the functor morphisms
corresponding resp. to π∼0 and π∼1 . Set π = π0 ◦ π1.
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The relations functor RE,G = LE,G×Fτ
E

LE,G is described as follows. For any algebra
S, the set RE,G(S) consists of all pairs of functors H,H ′ : D2 −→ S − modC such that
H ◦ G = S ◦ E = H ′ ◦ G and there exists a functor isomorphism λ : H ◦ G2 −→ H ′ ◦ G2

such that λG1 : φ∗E −→ S ◦E is the identity. Since G1 is a bijection on objects, the latter
means that λ = id. Thus RE,G(S) consists of pairs of functors H,H ′ : D2 −→ S −modC
such that

H ◦G2 = H ′ ◦G2 and H ◦G2 ◦G1 = S ◦ E, (1)

or, equivalently, RE,G = LE,G×LE,G1
LE,G. Since both LE,G and LE,G1 are representable

by affine schemes, the relations functor has the same property. It follows that the diagram

RE,G
−−−→
−−−→ LE,G −−−→ FE (2)

is exact.

6.2. Proposition. Suppose the functors B G1−→ D1 and D1
G2−→ D2 are bijective on

objects. Let A have small colimits and the pair of functors (E,G2◦G1) satisfy the condition
(†) of 2.6. Then the functors RE,G and LE,G are (representable by) affine schemes.

Proof. By 2.6, the functors LE,G and LE,G1 are representable by affine schemes, resp.
Sp(R)〈E,G〉 and Sp(R)〈E,G1〉.

6.2.1. Note. Thanks to 2.6.1, the condition ”G1, G2 are bijective on objects” can
be replaced by the condition that the functors Gi are injective on objects and each object
of the category Di is isomorphic to an object of the image of Gi, i = 1, 2.

6.3. The space FτE. Suppose that τ is a topology on AffA∼ . Denote by FτE the
τ -space associated with the functor FE. If τ is subcanonical, then 6.1.2(2) induces an exact
sequence of τ -spaces

RE,G
−−−→
−−−→ LE,G −−−→ FτE

If, in addition, the conditions of 6.2 hold and the projections RE,G
−→−→ LE,G are

covers, then the space FτE is τ -locally affine.

For any algebra R in A∼, denote by R∗(C) the data obtained from C via the base
change: R∗(C) = (D2

G2←− D1
G1←− B R◦E−→ R−modC). We have the following

6.3.1. Proposition. For any affine scheme Sp(R), there is a canonical isomorphism
FτE ×Sp(R′) ∼−→ FτR∗(E).

Proof. The fact is a consequence of 2.4.5.

6.3.2. Proposition. Fix a data E = (D2
G2←− D1

G1←− B
E−→ C) as in 6.1. Suppose

the category A has coproducts of |ObB| objects. Then the space FτE is proper. In particular,
it is separated.

Proof. The argument proving separatedness is based on the same idea as that of 3.1.2,
and it uses the second half of 2.4.2. We prove that the morphism FτE

π−→ S is a cover in
τcan repeating the argument of 3.3.3. Details are left to the reader.
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6.4. Examples: Grassmannians and flag varieties.

6.4.1. Grassmannians. Let D2 be a category with two objects, x0, x1, and three
non-identical morphisms: x0

e−→ x1
m−→ x0, and m ◦ e such that e ◦m = idx1 . Let B be

the discrete subcategory of D2 with objects x0, x1 and D1 the subcategory x1
e−→ x0.

The functors B G1−→ D1
G2−→ D2 are natural embeddings. Fix a functor

B
E−→ C xi 7−→ Ei, i = 0, 1.

The locally affine space FτE corresponding to the data E = (E,G1, G2) coincides with the
Grassmannian GrτE0,E1

.

6.4.2. Flag varieties. Let I = (I,≤) be an ordered set regarded as a category. Let
B be the discrete category with the set of objects I. Let D1 coincide with (I,≤). Finally,
D2 is the category with ObD2 = I and the set of morphisms generated by morphisms
y

exy−→ x and x
myx−→ y defined for all x, y ∈ I such that x ≤ y, which satisfy the relations:

exymyx = idx, and for any x ≤ y ≤ z, exyeyz = exz, mzymyx = mzx. In particular, there

are projections myxexy : y −→ y. The functors B G1−→ D1 and D1
G2−→ D2 are natural

embeddings. Fix a functor B E−→ C, x 7−→ Ex. The locally affine space corresponding to
the data E = (E,G1, G2) will be denoted by FlτE,I and called the flag variety corresponding
to the ordered set I = (I,≤) and the map E : I −→ ObC.

Taking I = (x1 ≤ x0), we recover back Grassmannians.

6.5. Cutting off objects. Return to the general setting: the data E consisting of
three small categories, B, D1 and D2, and three functors,

D2
G2←− D1

G1←− B E−→ C. (1)

and a topology τ on AffA∼ .

6.5.1. Assume that the functors G0, G1 are injective on objects. Let D′1 be the full
subcategory of the category D1 whose objects are all objects of D1 which are isomorphic
to some objects of G1(B). Similarly, we denote by D′2 the full subcategory the category
D2 whose objects are all objects of D2 which are isomorphic to some objects of G2(D′1).

The functors G1, G2 induce functors respectively B
G′1−→ D′1 and D′1

G′2−→ D′2 and we

have a natural morphism, γ, from the data E′ = (D′2
G′2←− D′1

G′1←− B
E−→ C) to the data

E = (D2
G2←− D1

G1←− B
E−→ C) (cf. 6.1.1). By functoriality, to this morphism there

corresponds a canonical presheaf morphism

Fγ : FτE −→ FτE′ . (2)

Note that the data E′ satisfies the assumptions of 6.2, hence the presheaf FτE′ is a
locally affine space. The following example shows that in some cases the morphism (2) is
an isomorphism.
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6.5.2. Example: from flag varieties to varieties of generic flags. Let I =
(I,≤) be an ordered set with the initial element ∗. Let B be the discrete category with
one object ∗. Let D1 coincide with (I,≤). Finally, D2 is the category with ObD2 = I

and the set of morphisms generated by morphisms y
exy−→ x and x

myx−→ y defined for all
x, y ∈ I such that x ≤ y, which satisfy the relations: exymyx = idx, and for any x ≤ y ≤ z,
exyeyz = exz, mzymyx = mzx. The functors B G1−→ D1 and D1

G2−→ D2 are natural

embeddings. The functor B E−→ C maps the object ∗ to an object E of the category
C. Applying the precedure of 6.5.1, we obtain the data E′ = (D′2 ← D′1 ← B −→ C),
where D′1 = B = (∗) and D′2 is the category with one object ∗ and the set of morphisms
D′2(∗, ∗) generated by arrows {px| x ∈ I} satisfying the conditions: pxpy = px if x ≤ y.
In particular, all px are projectors: p2

x = px. The corresponding locally affine space FτE′ is
the generic flag variety FlτE of E. We recover generic Grassmannians taking I = {0, 1}.

6.5.2.1. Proposition. The canonical morphism FτE −→ FτE′ = FlτE is an isomor-
phism.

Proof. A proof is implicitly contained in the argument of 5.1. Details are left to the
reader.

6.5.3. Partly generic flags. Let I = (I,≤) be an ordered set, and let I0 is a subset
of I such that for any x ∈ I, there exists an element y of I0 such that y ≤ x. Let B is
the discrete category with the set of objects I0, and the categories D1, D2 are as in 6.5.2.
The functors G1 : B −→ D1 and G2 : D1 −→ D2 are natural embeddings. Fix a functor
E : B −→ C, x 7−→ Ex, x ∈ I0. Applying the precedure of 6.5.1, we obtain the data
E′ = (D′2 ← D′1 ← B −→ C), where D′i is the full subcategory of Di, i = 1, 2, such that
ObD1 = ObD2 = I0. By 6.2, FτE′ is a locally affine space. Clearly the flag variety of 6.4.2
and the generic flag variety of 6.5.2 are particular extreme cases of this example. By an
obvious reason, we call FτE′ variety of partly generic flags. We denote it by FlτE,I0,I . As in
the particular case 6.5.2, the canonoical morphism FτE′ −→ FlτE,I0,I is an isomorphism.

6.6. Example. Consider the setting of 6.5 with the category D2 consisting of three
objects, x, y, z, and generating arrows

x
a

−−−→ y
i↖↘ b ↗ c

z

subject to the relations b ◦ i = idz, c ◦ b = a which imply that C = a ◦ i and e = i ◦ b is an
idempotent. Let D1 be the subcategory

x
a

−−−→ y
b↘ ↗ c

z

and let B be the subcategory x
a−→ y. The functors B G1−→ D1

G2−→ D2 are natural
embeddings. Fix a functor B E−→ C. Applying the procedure of 6.5.1, we obtain the
functors

D′2
G′2←− D′1 = B

G′1←− B E−→ C,
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where G′1 is the identical functor and D′2 is the category generated by x
e−→ x

a−→ y
subject to the relations e2 = e, a ◦ e = a.

6.6.1. Proposition. The canonical morphism FτE −→ FτE′ = FτE is an isomorphism.

Proof is left to the reader.

6.6.2. Corollary. The presheaf FτE is a locally affine space.

More explicitly, we have a canonical exact diagram

RE
−→−→ LE −→ FτE, (1)

where the affine cover LE is given by the relations

s ◦ e = s, e2 = e (2)

and the affine scheme (of relations) RE is defined by

s ◦ ei = s, eiejei = ei, e2
i = ei, i = 1, 2. (3)

Here s = E(a) and e = E(i ◦ b).
If the morphism s is trivial (either identical or zero), we recover the generic Grassman-

nian. In general, due to the presence of a fixed non-canonical morphism s in the relations
(2) and (3), the locally affine space has a little chance to have good properties (say, to be
formally smooth) unless s is ’good’.

6.7. Base change. Fix a data E =
(
D2

G2←− D1
G1←− B

E−→ C
)
. Due to the

universality of our constructions, the diagram RE
−→−→ LE, is compatible with the base

change. That is for any affine scheme Sp(S), we have a canonical commutative diagram
with isomorphic horizontal arrows

Sp(S)×RE

∼
−−−→ RS◦Eyy yy

Sp(S)× LE

∼
−−−→ LS◦E

(1)

Here S ◦ E =
(
D2

G2
←−−− D1

G1
←−−− B

S◦E
−−−→ S −modC

)
.

This implies that the diagram RE
−→−→ LE → FτE is compatible with the base change.

In particular, we have a unique isomorphism Sp(S) × FE −→ FS◦E which makes the
diagram

Sp(S)×RE

∼
−−−→ RS◦Eyy yy

Sp(S)× LE

∼
−−−→ LS◦Ey y

Sp(S)× FτE
∼
−−−→ FτS◦E

(2)

commute.
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