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Abstract
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1 Introduction

The concept of a Vertex Operator Algebra (VOA) was introduced in [1] and [2] and is essentially a rigorous algebraic approach to chiral conformal field theory in physics. This paper is devoted to one the most basic examples, namely the rank $l$ Heisenberg VOA $M^l$ i.e. the chiral CFT consisting of $l$ free bosons. An important application is the construction of a VOA $V$ containing a Heisenberg subVOA $M^l$ where we decompose $V$ into irreducible $M^l$-modules or extend $V$ by $V$-modules or twisted $V$-modules related to the Heisenberg structure. Thus in [3] it is demonstrated how to extend a simple VOA $V$ by $g$-twisted $V$-modules for automorphisms $g$ generated by Heisenberg vectors [4]. It is also shown in [3] that intertwining vertex operators constructed on the larger space form a Generalized VOA [5]. In this paper we consider the extension of the Heisenberg VOA $M^l$ to the space, $\mathcal{M}$, given by the union of all irreducible $M^l$-modules. We give an elementary construction for the intertwining vertex operators on $\mathcal{M}$ and show that these operators satisfy a complex parametrized Generalized VOA of a more general type than that defined in [5]. We illustrate some of our results with the example of lattice VOSA $V_L$ for even or odd integral lattice $L$ and consider the extension of $V_L$ by twisted sectors for automorphisms generated by Heisenberg elements.

We begin in Section 2 with definitions and some properties of VOA modules and twisted modules. We consider the creative intertwiner vertex operators operators for a VOA $V$-module $W$ i.e. operators whose modes map $V$ onto $W$. In particular, we describe a version of Dong’s Lemma and Goddard’s uniqueness theorem for such operators. In Section 3 we consider the rank $l$ Heisenberg VOA $M^l$ with irreducible module $M_\alpha$ for $\alpha \in \mathbb{C}$. We give an elementary construction of the creative intertwiner (very similar in structure to vertex operators for a lattice VOA). In Section 4 we construct a $\mathbb{C}$-parametrized Generalized VOA on $\mathcal{M} = \bigcup_{\alpha \in \mathbb{C}} M_\alpha$, the union of all irreducible $M^l$-modules. We also discuss skew-symmetry and show that there exists a unique invertible invariant symmetric bilinear form on $\mathcal{M}$. Finally in Section 5 we consider the example of the lattice VOSA $V_L$ for an even or odd integral lattice $L$. Using the Generalized VOA structure we construct the $g$-twisted $V_L$-module for an automorphism $g$ generated by a Heisenberg vector and show that this isomorphic to Li’s construction [4]. Finally, we conclude with a generalization of one of the main results of ref. [3] for $V_L$.
2 Creative Intertwiners for a Vertex Operator Algebra

We begin with a brief review of aspects of Vertex Operator Algebras and their modules, see refs. [1], [2], [6], [7], [8], [9] for more details. In particular, we are interested in describing properties of creative intertwiners which can be proved by a suitable modification of standard results in VOA theory.

We define the standard formal series
\[
\delta \left( \frac{x}{y} \right) = \sum_{n \in \mathbb{Z}} x^n y^{-n}, \tag{1}
\]
\[
(x + y)^\kappa = \sum_{m \geq 0} \binom{\kappa}{m} x^{\kappa-m} y^m, \tag{2}
\]
for any formal variables \( x, y, \kappa \) where \( \binom{\kappa}{m} = \frac{\kappa(\kappa-1)...(\kappa-m+1)}{m!} \).

**Definition 2.1** A Vertex Operator Superalgebra (VOSA) is determined by a quadruple \((V, Y, \mathbf{1}, \omega)\) as follows: \( V \) is a superspace \( V = V_0 \oplus V_1 \) with parity \( p(u) = 0 \) or 1 for \( u \in V_0 \) or \( V_1 \) respectively. \( V \) also has a \( \frac{1}{2}\mathbb{Z} \)-grading with \( V = \bigoplus_{r \in \frac{1}{2}\mathbb{Z}} V_r \) with \( \dim V_r < \infty \). \( \mathbf{1} \in V_0 \) is the vacuum vector and \( \omega \in V_2 \) is the conformal vector with properties described below.

\( Y \) is a linear map \( Y : V \to \text{End}(V)[[z, z^{-1}]] \) for formal variable \( z \) so that for any vector \( u \in V \) we have a vertex operator
\[
Y(u, z) = \sum_{n \in \mathbb{Z}} u(n) z^{-n-1}. \tag{3}
\]
The linear operators (modes) \( u(n) : V \to V \) satisfy creativity
\[
Y(u, z) \mathbf{1} = u + O(z) \tag{4}
\]
and lower truncation
\[
(u(n)v = 0, \tag{5}
\]
for each \( u, v \in V \) and \( n \gg 0 \). For the conformal vector \( \omega \)
\[
Y(\omega, z) = \sum_{n \in \mathbb{Z}} L(n) z^{-n-2}, \tag{6}
\]
\[ \]
where \( L(n) \) satisfies the Virasoro algebra for some central charge \( c \)

\[
[L(m), L(n)] = (m - n)L(m + n) + \frac{c}{12}(m^3 - m)\delta_{m, -n}.
\]  

(7)

Each vertex operator satisfies the translation property

\[
Y(L(-1)u, z) = \partial_z Y(u, z).
\]

(8)

The Virasoro operator \( L(0) \) provides the \( \frac{1}{2}\mathbb{Z} \)-grading with

\[
L(0)u = ru
\]

for \( u \in V_r \) and with \( r \in \mathbb{Z} + \frac{1}{2}p(u) \). Finally, the vertex operators satisfy the Jacobi identity

\[
z_0^{-1}\delta\left(\frac{z_1 - z_2}{z_0}\right) Y(u, z_1)Y(v, z_2) - (-1)^{p(u,v)}z_0^{-1}\delta\left(\frac{z_2 - z_1}{z_0}\right) Y(v, z_2)Y(u, z_1)
\]

\[
= z_2^{-1}\delta\left(\frac{z_1 - z_0}{z_2}\right) Y(Y(u, z_0)v, z_2),
\]

(9)

where \( p(u,v) = p(u)p(v) \).

Remark 2.2 \((V, Y, 1, \omega)\) is called a Vertex Operator Algebra (VOA) when \( V_1 = 0 \).

Amongst other properties, these axioms imply locality, associativity, commutativity and skew-symmetry:

\[
(z_1 - z_2)^m Y(u, z_1)Y(v, z_2) = (-1)^{p(u,v)}(z_1 - z_2)^m Y(v, z_2)Y(u, z_1),
\]

(10)

\[
(z_0 + z_2)^n Y(u, z_0 + z_2)Y(v, z_2)w = (z_0 + z_2)^n Y(Y(u, z_0)v, z_2)w,
\]

(11)

\[
u(k)v, z) - (-1)^{p(u,v)} Y(v, z)u(k) = \sum_{j \geq 0} \binom{k}{j} Y(u(j)v, z)z^{k-j},
\]

(12)

\[
Y(u, z)v = (-1)^{p(u,v)}e^{zL(-1)} Y(v, -z)u,
\]

for \( u, v, w \in V \) and integers \( m, n \gg 0 \) [6], [7], [9].

We define the notion of a \( V \)-module [6], [8], [10].

Definition 2.3 A \( V \)-module for a VOSA \( V \) is a pair \((W, Y_W)\) where \( W \) is a \( \mathbb{C} \)-graded vector space \( W = \bigoplus_{r \in \mathbb{C}} W_r \) with \( \text{dim} W_r < \infty \) and where \( W_{r+n} = 0 \)
for all \( r \) and \( n \ll 0 \). \( Y_W \) is a linear map \( Y_W : V \rightarrow \text{End}(W)[[z, z^{-1}]] \) defining a module vertex operator

\[
Y_W(u, z) = \sum_{n \in \mathbb{Z}} u_W(n)z^{-n-1},
\]

(14)

for each \( u \in V \) with modes \( u_W : W \rightarrow W \). For the vacuum vector \( Y_W(1, z) = \text{Id}_W \) and for the conformal vector

\[
Y_W(\omega, z) = \sum_{n \in \mathbb{Z}} L_W(n)z^{-n-2},
\]

(15)

where \( L_W(0)w = rw \) for \( w \in W \). The module vertex operators satisfy the Jacobi identity:

\[
z_0^{-1}\delta \left( \frac{z_1 - z_2}{z_0} \right) Y_W(u, z_1)Y_W(v, z_2) - (-1)^{p(u,v)}\delta \left( \frac{z_2 - z_1}{-z_0} \right) Y_W(v, z_2)Y_W(u, z_1) \\
= z_2^{-1}\delta \left( \frac{z_1 - z_0}{z_2} \right) Y_W(Y(u, z_0)v, z_2).
\]

(16)

A \( V \)-module \( W \) is irreducible if no proper, nonzero subspace is invariant under all \( u_W(n) \). The above axioms imply that \( L_W(n) \) of (15) satisfies the Virasoro algebra (7) for the same central charge \( c \) and that the translation property holds:

\[
Y_W(L(-1)u, z) = \partial_z Y_W(u, z).
\]

(17)

We next define the notion of a twisted \( V \)-module. Let \( g \) be a \( V \)-automorphism i.e. a linear map preserving \( \mathbf{1} \) and \( \omega \) such that

\[
gY(v, z)g^{-1} = Y(gv, z),
\]

for all \( v \in V \). We assume that \( V \) can be decomposed into \( g \)-eigenspaces

\[
V = \bigoplus_{\rho \in \mathbb{C}} V^\rho,
\]

where \( V^\rho \) denotes the eigenspace of \( g \) with eigenvalue \( e^{2\pi i \rho} \).

**Definition 2.4** A \( g \)-twisted \( V \)-module for a VOSA \( V \) is a pair \((W^g, Y_g)\) where \( W^g \) is a \( \mathbb{C} \)-graded vector space \( W^g = \bigoplus_{r \in \mathbb{C}} W^g_r \) with \( \dim W_r < \infty \)
and where $W_{r+n} = 0$ for all $r$ and $n \ll 0$. $Y_g$ is a linear map $Y_g : V \rightarrow \text{End } W^g \{z\}$, the vector space of $W^g$-valued formal series in $z$ with arbitrary complex powers of $z$. Then for $v \in V^\rho$

$$Y_g(v, z) = \sum_{n \in \rho + \mathbb{Z}} v_g(n) z^{-n-1},$$

with $v_g(\rho + l)w = 0$ for $w \in W^g$ and $l \in \mathbb{Z}$ sufficiently large. For the vacuum vector $Y_g(1, z) = \text{Id}_{W^g}$ and for the conformal vector

$$Y_g(\omega, z) = \sum_{n \in \mathbb{Z}} L_g(n) z^{-n-2}, \quad (18)$$

where $L_g(0)w = rw$ for $w \in W^g$. The $g$-twisted vertex operators satisfy the twisted Jacobi identity:

$$z_0^{-1} \delta \left( \frac{z_1 - z_2}{z_0} \right) Y_g(u, z_1)Y_g(v, z_2) - (-1)_{\rho(u,v)} z_0^{-1} \delta \left( \frac{z_2 - z_1}{z_0} \right) Y_g(v, z_2)Y_g(u, z_1)$$

$$= z_2^{-1} \left( \frac{z_1 - z_0}{-z_2} \right)^{-\rho} \delta \left( \frac{z_1 - z_0}{-z_2} \right) Y_g(Y(u, z_0)v, z_2), \quad (19)$$

for $u \in V^\rho$.

This definition is an extension of the standard one for $g$ of finite order where $\rho \in \mathbb{Q} \{11\}, \{3\}$ or for $g$ unitary where $\rho \in \mathbb{R} \{12\}$. These axioms imply that $L_g(n)$ of (18) satisfies the Virasoro algebra (7) for the same central charge $c$ and that the translation property holds:

$$Y_g(L(-1)u, z) = \partial_z Y_g(u, z). \quad (20)$$

We lastly restrict ourselves to a VOA $V$ with a $V$-module $(W, Y_W)$ and introduce the notion of creative intertwining vertex operators that satisfy an intertwining algebra of type $W^V$ in the terminology of ref. [6].

**Definition 2.5** A creative intertwining vertex operator $\mathcal{Y}$ for a VOA $V$-module $(W, Y_W)$ is defined by a linear map $\mathcal{Y} : W \rightarrow \text{Lin}(V,W)[[z, z^{-1}]]$ with

$$\mathcal{Y}(w, z) = \sum_{n \in \mathbb{Z}} w(n) z^{-n-1}, \quad (21)$$
for each \( w \in W \) with modes \( w(n) : V \rightarrow W \). The intertwining vertex operator satisfies creativity
\[
\mathcal{Y}(w, z) \mathbf{1} = w + O(z), \quad (22)
\]
for each \( w \in W \) and lower truncation
\[
w(n)v = 0, \quad (23)
\]
for each \( v \in V \), \( w \in W \) and \( n \gg 0 \). The intertwining vertex operators satisfy the Jacobi identity:
\[
z_0^{-1} \delta \left( \frac{z_1 - z_2}{z_0} \right) \mathcal{Y}(u, z_1) \mathcal{Y}(w, z_2) - z_0^{-1} \delta \left( \frac{z_2 - z_1}{-z_0} \right) \mathcal{Y}(w, z_2) \mathcal{Y}(u, z_1)
= z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) \mathcal{Y}(\mathcal{Y}(u, z_0) w, z_2), \quad (24)
\]
for all \( u \in V \) and \( w \in W \).

These axioms imply that the intertwining and module vertex operators satisfy the following form of translation, locality, associativity, commutativity and skew-symmetry:
\[
\mathcal{Y}(L(-1)w, z) = \partial_z \mathcal{Y}(w, z), \quad (25)
\]
\[
(z_1 - z_2)^m \mathcal{Y}(u, z_1) \mathcal{Y}(w, z_2) = (z_1 - z_2)^m \mathcal{Y}(w, z_2) \mathcal{Y}(u, z_1), \quad (26)
\]
\[
(z_0 + z_2)^n \mathcal{Y}(u, z_0 + z_2) \mathcal{Y}(w, z_2)v = (z_0 + z_2)^n \mathcal{Y}(\mathcal{Y}(u, z_0) w, z_2)v, \quad (27)
\]
\[
u_W(k) \mathcal{Y}(w, z) - \mathcal{Y}(w, z) u(k) = \sum_{j \geq 0} \binom{k}{j} \mathcal{Y}(u_W(j) w, z) z^{k-j}, \quad (28)
\]
\[
\mathcal{Y}(w, z)v = e^{zL(-1)} \mathcal{Y}(v, -z) w, \quad (29)
\]
for \( u, v \in V \), \( w \in W \) and integers \( m, n \gg 0 \).

We may obtain creative intertwining versions of Dong’s Lemma and Goddard’s uniqueness theorem for VOAs. The proofs are omitted since they are easily modified versions of standard VOA methods e.g. [7]. Define an intertwining normal ordering for \( u \in V \) and \( w \in W \)
\[
: Y_W(u, z) \mathcal{Y}(w, z) := Y_W(u, z) \mathcal{Y}(w, z) + \mathcal{Y}(w, z) Y(u, z)_+, \quad (30)
\]
where

\[ Y(u, z) = \sum_{n \geq 0} u(n) z^{-n-1}, \quad Y(u, z) = \sum_{n < 0} u(n) z^{-n-1}, \quad (31) \]

\[ Y_W(u, z) = \sum_{n \geq 0} u_W(n) z^{-n-1}, \quad Y_W(u, z) = \sum_{n < 0} u_W(n) z^{-n-1}. \quad (32) \]

**Theorem 2.6 (Dong’s Lemma for Intertwiners)** For \( u \in V \) and \( w \in W \) then:

\[ Y_W(u, z) Y(w, z) : \text{is local in the sense of (26)} \ i.e. \ \text{for each } v \in V \]

\[ (z_1 - z_2)^m Y_W(u, z_1) Y_W(u, z_2) Y(w, z_2) : = (z_1 - z_2)^m Y_W(u, z_2) Y(w, z_2) : Y(v, z_1), \quad (33) \]

for \( m \gg 0 \).

**Theorem 2.7 (Goddard’s Uniqueness Theorem for Intertwiners)** Let \( \mathcal{W}(z) \in \text{Lin}(V, W)[[z, z^{-1}]] \) be local in the sense of (26) i.e. for each \( u \in V \)

\[ (z_1 - z_2)^m Y_W(u, z_1) \mathcal{W}(z_2) = (z_1 - z_2)^m \mathcal{W}(z_2) Y(u, z_1), \quad (34) \]

for \( m \gg 0 \). Suppose that for some \( w \in W \)

\[ \mathcal{W}(z) \mathbf{1} = e^{zL_W(-1)} w, \quad (35) \]

then \( \mathcal{W}(z) = Y(w, z) \).

Theorems 2.6 and 2.7 imply

**Proposition 2.8** For \( u \in V \) and \( w \in W \) we have

\[ : Y_W(u, z) Y(w, z) : = Y(u_W(-1) w, z). \quad (36) \]

### 3 Heisenberg Intertwiners

In this Section we explicitly construct the creative intertwining operators for the irreducible modules of the rank \( l \) Heisenberg VOA \( M^l \) generated by \( l \) weight one Heisenberg vectors \( a^i, i = 1, \ldots, l \) with modes obeying

\[ [a^i(n), a^j(m)] = n \delta_{n,-m} \delta_{i,j}. \quad (37) \]
$M^\ell$ is spanned by the Fock basis

$$a_i^1(-k_1)a_i^2(-k_2)\ldots a_i^\ell(-k_\ell)1, \ k_i > 0,$$

(38)

for Virasoro vector $\omega = \frac{1}{2} \sum_{i=1}^\ell a_i^i(-1)^2 1$ with central charge $l$.

The irreducible modules for $M^\ell$, denoted by $M_\alpha = M^\ell \otimes e^\alpha$ (with $M^\ell \cong M_0$) are indexed by a complex $l$-tuple $\alpha = \{\alpha^1, \ldots, \alpha^\ell\} \in \mathbb{C}^\ell$ with

$$a_{M\alpha}^i(0)(u \otimes e^\alpha) = \alpha^i(u \otimes e^\alpha),$$

(39)

$$a_{M\alpha}^i(n)(u \otimes e^\alpha) = (a^i(n)u) \otimes e^\alpha, \ n \neq 0,$$

(40)

for $Y_{M\alpha}(a^i, z) = \sum_{n \in \mathbb{Z}} a_{M\alpha}^i(n)z^{-n-1}$ and $u \in M^\ell$. From now on we will employ the standard abbreviations of writing $Y(u, z)$ in place of $Y_{M\alpha}(u, z)$, $u(n)$ in place of $u_{M\alpha}(n)$ and $u$ in place of $u \otimes e^0$.

We next construct the creative intertwiner for $Y(u \otimes e^\alpha, z)$ for $u \otimes e^\alpha \in M_\alpha$ for all $\alpha \in \mathbb{C}^\ell$. Much of the discussion is similar to the standard construction of lattice vertex operators e.g. [2], [7]. We first introduce the standard operators $a^i(0)$

$$[a^i(n), q^j] = \delta_{n,0}\delta_{i,j},$$

(41)

and identify

$$u \otimes e^\alpha = e^{\alpha \cdot q}(u \otimes e^0) = e^{\alpha \cdot q}u,$$

where $\alpha \cdot q = \sum_{i=1}^\ell \alpha^i q^i$ for $\alpha \in \mathbb{C}^\ell$. We also define

$$Y_\pm(\alpha, z) = \exp\left(\pm \sum_{n>0} \frac{\alpha(n)}{n} z^n\right),$$

(42)

where $\alpha(n) = \alpha \cdot a(n)$. These operators obey the following [4], [3]

**Proposition 3.1** For all $\alpha \in \mathbb{C}^\ell$ and $u \in M^\ell$ we find

$$Y_+(\alpha, z_1)Y_-(\beta, z_2) = \left(1 - \frac{z_2}{z_1}\right)^{\alpha \cdot \beta} Y_-(\beta, z_2)Y_+(\alpha, z_1),$$

(43)

$$Y(Y_+(\alpha, -z_1)u, z_1)Y_-(\alpha, z_2) = Y_-(\alpha, z_2)Y(Y_+(\alpha, -z_1 + z_2)u, z_1),$$

(44)

$$Y_+(\alpha, z_1)Y(u, z_2) = Y(Y_+(\alpha, z_1 - z_2)u, z_2)Y_+(\alpha, z_1),$$

(45)

$$Y(Y_-(\alpha, z_1)u, z_2)Y_+(\alpha, z_2) = z_2^{-\alpha(0)}(z_2 + z_1)^{\alpha(0)}Y_-(\alpha, z_2)Y(Y_-(\alpha, z_1 + z_2)u, z_2).$$

(46)
We also have

**Proposition 3.2** For all $\alpha \in \mathbb{C}^l$ and $u \in M^l$ we find

\[
e^{-\alpha q}e^{zL(-1)}e^{\alpha q}e^{-zL(-1)} = Y_-(\alpha, z), \tag{47}\]
\[
e^{-\alpha q}e^{zL(1)}e^{\alpha q}e^{-zL(1)} = Y_+(\alpha, \frac{1}{z}), \tag{48}\]
\[
e^{-\alpha q}Y(u, z)e^{\alpha q} = Y(Y_+(\alpha, -z)u, z). \tag{49}\]

**Proof.** From (41) it follows that $[L(-1), q^i] = a_i^i(-1)$. Hence we find

\[
e^{-\alpha q}e^{zL(-1)}e^{\alpha q} = e^{z(L(-1)+\alpha(-1))} = Y_-(\alpha, z)e^{zL(-1)},
\]

To prove (49) we first show that

\[
[q^i, Y(u, z)] = Y(X_i^i(z)u, z), \tag{50}\]

where $X_i^i(z) = \sum_{n>0} \frac{a_i^n}{n}(-z)^n$. Assume that (50) holds for every Fock vector $v$ with $m$ Heisenberg modes and consider $u = a_j^i(-k-1)v$ for $k \geq 0$. Then (41) gives

\[
[q^i, Y(u, z)] = \frac{1}{k!} \left[ q^i, \partial_z^k Y(a_j^i, z)Y(v, z) : \right]
= \frac{1}{k!} \left[ q^i, \partial_z^k Y(a_j^i, z)_{-} \right] Y(v, z)
+ \frac{1}{k!} \left[ q^i, \partial_z^k Y(a_j^i, z)Y(X_i^i(z)v, z) : \right]
= Y(X_i^i(z)a_j^i(-k-1)v, z).
\]

using $[q^i, \partial_z^k Y(a_j^i, z)_{+}] = 0$ and

\[
\frac{1}{k!} \left[ q^i, \partial_z^k Y(a_j^i, z)_{-} \right] = (-z)^{-k-1}\delta_{ij} = \left[ X_i^i(z), a_j^i(-k-1) \right].
\]

Hence (50) holds by induction in $m$. The general result (49) follows on exponentiating and using $Y_+(\alpha, -z) = e^{-\alpha X_+(z)}$. □

We may now construct the creative intertwiner in much the same way as for a lattice vertex operator e.g. [7]:

Theorem 3.3  The creative intertwiner for \( u \otimes e^\alpha \in M_\alpha \) for any \( \alpha \in \mathbb{C}^l \) is given by

\[
Y(u \otimes e^\alpha, z) = e^\alpha q c_\alpha Y_-(\alpha, z) Y(u, z) Y_+(\alpha, z) z^{\alpha(0)}, \tag{51}
\]

where \( c_\alpha = \text{Id}_{M^l} \).

Proof. Using Proposition 3.1 and skew-symmetry (29) we find that

\[
Y(u \otimes e^\alpha, z)v = e^{z L(-1)} Y(v, -z) (u \otimes e^\alpha)
= e^{z L(-1)} Y(v, -z) e^{\alpha q} u \\
= e^{\alpha q} Y_-(\alpha, z) e^{z L(-1)} Y_+(\alpha, z) v, \\
= e^{\alpha q} Y_-(\alpha, z) Y(u, z) Y_+(\alpha, z) v,
\]

for all \( u, v \in M^l \). This implies that

\[
Y(u \otimes e^\alpha, z) = e^{\alpha q} Y_-(\alpha, z) Y(u, z) Y_+(\alpha, z) b_\alpha(z), \tag{52}
\]

where \( b_\alpha(z) \in \text{End}(M^l)[[z, z^{-1}]] \) with

\[
b_0(z) = \text{Id}_{M^l}, \quad [a^i(n), b_\alpha(z)] = 0, \quad b_\alpha(z)v = v, \tag{53}
\]

for all \( v \in M^l \). Translation (25) and \( L(-1)(1 \otimes e^\alpha) = \alpha \cdot a \otimes e^\alpha \) imply

\[
\partial_z Y(1 \otimes e^\alpha, z) = Y(\alpha \cdot a \otimes e^\alpha, z).
\]

Using (52) we find that \( z \partial_z b_\alpha(z) = \alpha(0) b_\alpha(z) \) giving

\[
b_\alpha(z) = c_\alpha z^{\alpha(0)}, \tag{54}
\]

for \( z \) independent operator \( c_\alpha \). Applying (53) we conclude that \( c_\alpha = \text{Id}_{M^l} \) and hence the result follows. □

4  Generalized Vertex Operator Algebra for Heisenberg Intertwiners

4.1  A Generalized Vertex Operator Algebra

Let \( M = \bigcup_{\beta \in \mathbb{C}} M_\beta \) denote the union of all the irreducible modules for \( M^l = M_0 \). Using (40), the creative intertwining operator \( Y(u \otimes e^\alpha, z) \) has a natural
extension to an intertwiner vertex operator in Lin($\mathcal{M}, \mathcal{M})[[z, z^{-1}]]$ where now $c_\alpha$ acts on $M_\beta$ as a scalar

$$c_\alpha u \otimes e^\beta = \epsilon(\alpha, \beta) u \otimes e^\beta,$$

for $\epsilon(\alpha, \beta) \in \mathbb{C}^\times$ and $\epsilon(\alpha, 0) = \epsilon(0, \alpha) = 1$. As for lattice VOAs (e.g. [2], [7]), we define a cocycle system over $\mathbb{C}^l$ as an additive group. Define

$$e^\alpha = e^{\alpha_q} c_\alpha, \quad (55)$$

for all $\alpha \in \mathbb{C}^l$ so that

$$\mathcal{Y}(u \otimes e^\alpha, z) = e^\alpha Y_-(\alpha, z) Y(u, z) Y_+(\alpha, z) z^{\alpha(0)}. \quad (56)$$

We assume that the operators (55) satisfy an associative algebra for 2-cocycle $\epsilon(\alpha, \beta)$ such that

$$e^\alpha e^\beta = \epsilon(\alpha, \beta) e^{\alpha+\beta}, \quad e^0 = 1. \quad (57)$$

Associated to the cocycle system is the commutator function $C(\alpha, \beta)$ with

$$e^\alpha e^\beta = C(\alpha, \beta) e^\beta e^\alpha,$$

where

$$C(\alpha, \beta) = C(\beta, \alpha)^{-1} = \frac{\epsilon(\alpha, \beta)}{\epsilon(\beta, \alpha)}. \quad (58)$$

Associativity implies $C(\alpha, \beta)$ is skewsymmetric and bilinear:

$$C(\alpha, \beta) = C(\beta, \alpha)^{-1},$$

$$C(\alpha + \beta, \gamma) = C(\alpha, \gamma) C(\beta, \gamma),$$

$$C(\alpha, \beta + \gamma) = C(\alpha, \beta) C(\alpha, \gamma). \quad (59)$$

**Example 4.1** Suppose $l = 2m$ and let $\alpha = (\alpha^1, \alpha^2)$ and $\beta = (\beta^1, \beta^2)$ for $\alpha^i, \beta^j \in \mathbb{C}^m$. Then

$$C(\alpha, \beta) = \zeta^{\alpha^1 \beta^2 - \alpha^2 \beta^1},$$

for any $\zeta \in \mathbb{C}^\times$ satisfies (59).

**Lemma 4.2** The cocycle factors $\epsilon(\alpha, \beta)$ can be chosen such that $\epsilon(\alpha, -\alpha) = 1$ for all $\alpha \in \mathbb{C}^l$. 
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Proof. Apply associativity to $e^\alpha e^{-\alpha} e^\alpha$ to find
\[
\epsilon(\alpha, -\alpha) = \epsilon(-\alpha, \alpha), \quad C(\alpha, -\alpha) = 1. \tag{60}
\]
As for lattice VOAs (e.g. [7]), we may redefine $e^\alpha$ to be $\epsilon_\alpha e^\alpha$ for the same commutator function $C(\alpha, \beta)$ for any $\epsilon_\alpha \in \mathbb{C}^\times$ with $\epsilon_0 = 1$ where $\epsilon(\alpha, \beta)$ is redefined as $\epsilon_\alpha \epsilon_\beta e_{-\alpha + \beta}^{-1} \epsilon(\alpha, \beta)$. Define an ordering on $\zeta \in \mathbb{C}$ with $\zeta > 0$ if $\Re(\zeta) > 0$ or if $\Re(\zeta) = 0$ and $\Im(\zeta) > 0$. Choose
\[
\epsilon_\alpha = \begin{cases} 
\epsilon(\alpha, -\alpha)^{-1} & \text{if } \alpha^1 > 0 \text{ or if } \alpha^1 = \ldots = \alpha^{m-1} = 0 \text{ and } \alpha^m > 0, \\
1 & \text{otherwise.}
\end{cases} \tag{61}
\]
Hence $\epsilon(\alpha, -\alpha)$ is redefined as unity. □

We also define the operator \[4,3\]
\[
\Delta(\alpha, z) = z^{\alpha(0)} Y_+(\alpha, -z). \tag{62}
\]
Using (49) and the cocycle structure (57) and (58) we immediately find:

**Lemma 4.3** For all $\beta \in \mathbb{C}$ and $u \otimes e^\alpha \in M_\alpha$
\[
(e^\beta)^{-1} Y(u \otimes e^\alpha, z) e^\beta = C(\alpha, \beta) Y(\Delta(\beta, z)(u \otimes e^\alpha), z). \tag{63}
\]

The operators (56) with the above cocycle structure satisfy a natural extension from rational to complex parameters of the notion of a Generalized VOA as described in Chapt. 9 of [5] and utilized in [3]. In this case, the operators (56) obey creativity and translation with Heisenberg Virasoro vector and satisfy a generalized Jacobi identity as follows

**Theorem 4.4** The vertex operators $Y(u \otimes e^\alpha, z) \in \text{Lin}(\mathcal{M}, \mathcal{M})[[z, z^{-1}]]$ satisfy the generalized Jacobi identity
\[
\begin{align*}
&z_0^{-1} \left( \frac{z_1 - z_2}{z_0} \right)^{-\alpha - \beta} \delta \left( \frac{z_1 - z_2}{z_0} \right) Y(u \otimes e^\alpha, z_1) Y(v \otimes e^\beta, z_2) \\
&- C(\alpha, \beta) z_0^{-1} \left( \frac{z_2 - z_1}{z_0} \right)^{-\alpha - \beta} \delta \left( \frac{z_2 - z_1}{z_0} \right) Y(v \otimes e^\beta, z_2) Y(u \otimes e^\alpha, z_1) \\
&= z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) Y(Y(u \otimes e^\alpha, z_0)(v \otimes e^\beta), z_2) \left( \frac{z_1 - z_0}{z_2} \right)^{\alpha(0)}, \tag{64}
\end{align*}
\]
for all $u \otimes e^\alpha, v \otimes e^\beta \in \mathcal{M}$ with cocycle structure (57) and (58).
Proof. The proof is similar to that of Theorem 3.5 of [3]. Using (49)

\[ \mathcal{Y}(u \otimes e^\alpha, z_1)\mathcal{Y}(v \otimes e^\beta, z_2)(w \otimes e^\gamma) = z_1^{-1}(\beta + \gamma)z_2^{-1}e^\alpha e^\beta Y_-(\alpha, z_1)Y_+(\beta, -z_1)u, z_1) \]

\[ \cdot Y_+(\alpha, z_1)Y_-(\beta, z_2)Y(v, z_2)Y_+(\beta, z_2)(w \otimes e^\gamma) \]

Thus

\[ = z_1^{-1}z_2^{-1}(z_1 - z_2)^{\alpha - \beta}e^\alpha e^\beta Y_-(\alpha, z_1)Y_+(\beta, -z_1)u, z_1) \]

\[ \cdot Y_+(\alpha, z_1)Y_+(\beta, z_2)(w \otimes e^\gamma) \]

using (43) and (44). Thus

\[ z_0^{-1}\left(\frac{z_1 - z_2}{z_0}\right)^{-\alpha - \beta} \delta \left(\frac{z_1 - z_2}{z_0}\right) \mathcal{Y}(u \otimes e^\alpha, z_1)\mathcal{Y}(v \otimes e^\beta, z_2)(w \otimes e^\gamma) \]

\[ = z_0^{-1}z_1^{-1}z_2^{-1}e^\alpha e^\beta Y_-(\alpha, z_1)Y_+(\beta, z_2) \]

\[ \cdot z_0^{-1}\delta \left(\frac{z_1 - z_2}{z_0}\right) Y(Y_+(\beta, -z_0)u, z_1)Y(Y_+(\alpha, z_0)v, z_2) \]

\[ \cdot Y_+(\alpha, z_1)Y_+(\beta, z_2)(w \otimes e^\gamma), \]

using \(\delta \left(\frac{z_1 - z_2}{z_0}\right)(z_1 - z_2)^n = \delta \left(\frac{z_1 - z_2}{z_0}\right)z_0^n\) for any integer \(n\). Similarly, we find

\[ C(\alpha, \beta)z_0^{-1}\left(\frac{z_2 - z_1}{z_0}\right)^{-\alpha - \beta} \delta \left(\frac{z_2 - z_1}{z_0}\right) \mathcal{Y}(v \otimes e^\beta, z_2)\mathcal{Y}(u \otimes e^\alpha, z_1)(w \otimes e^\gamma) \]

\[ = z_0^{-1}z_1^{-1}z_2^{-1}e^\alpha e^\beta Y_-(\alpha, z_1)Y_+(\beta, z_2) \]

\[ \cdot z_0^{-1}\delta \left(\frac{z_2 - z_1}{z_0}\right) Y(Y_+(\beta, -z_0)u, z_1)Y(Y_+(\alpha, z_0)v, z_2) \]

\[ \cdot Y_+(\alpha, z_1)Y_+(\beta, z_2)(w \otimes e^\gamma). \]

Hence on applying the Jacobi identity for the Heisenberg VOA, the left hand side of (64) applied to \(w \otimes e^\gamma\) gives

\[ z_2^{-1}\delta \left(\frac{z_1 - z_0}{z_2}\right) z_0^{-1}z_1^{-1}z_2^{-1}e^\alpha e^\beta Y_-(\alpha, z_1)Y_+(\beta, z_2) \]

\[ Y(B, z_2)Y_+(\alpha, z_1)Y_+(\beta, z_2)(w \otimes e^\gamma). \]

for \(B = Y(Y_+(\beta, -z_0)u, z_0)Y_+(\alpha, z_0)v.\)
In a similar way
\[
\mathcal{Y} \left( \mathcal{Y}(u \otimes e^\alpha, z_0)(v \otimes e^\beta), z_2 \right) (w \otimes e^\gamma)
\]
\[
= z_0^{\alpha \beta} e(\alpha, \beta) \mathcal{Y} \left( Y_-(\alpha, z_0) B \otimes e^{\alpha+\beta}, z_2 \right) (w \otimes e^\gamma)
\]
\[
= z_0^{\alpha \beta} z_2^{\alpha+\beta} e^\alpha e^\beta Y_- (\beta, z_2) Y_-(\alpha, z_2) Y \left( Y_-(\alpha, z_0) B, z_2 \right)
\]
\[
Y_+ (\alpha, z_2) Y_+ (\beta, z_2) (w \otimes e^\gamma).
\]
Employing (46) the right hand side of (64) applied to \( w \otimes e^\gamma \) therefore gives
\[
\zeta_2^{-1} \left( \frac{z_1 - z_0}{z_2} \right)^{\alpha \gamma} \delta \left( \frac{z_1 - z_0}{z_2} \right) z_0^{\alpha \beta} \left( z_2 + z_0 \right)^{\alpha \gamma} z_2^{\beta \gamma} e^\alpha e^\beta Y_- (\beta, z_2) Y_-(\alpha, z_0 + z_2) Y_+(\alpha, z_2) Y_+ (\beta, z_2) (w \otimes e^\gamma). \tag{66}
\]
Finally, using the identity
\[
\delta \left( \frac{z_1 - z_0}{z_2} \right) \left( \frac{z_1 - z_0}{z_2} \right)^\kappa = \delta \left( \frac{z_1 - z_0}{z_2} \right) \left( \frac{z_2 + z_0}{z_1} \right)^{-\kappa},
\]
for \( \kappa \in \mathbb{C} \), we find that (65) and (66) are equal. Thus the theorem holds. \( \Box \)

### 4.2 Skew-Symmetry and an Invariant Form

In order to formulate a generalization of skew-symmetry (13) and (29) applicable to \( \mathcal{Y}(u \otimes e^\alpha, z) \) we firstly define for formal parameters \( z, \kappa \)
\[
(-z)^\kappa = e^{i \pi N \kappa} z^\kappa,
\]
where \( N \) is an odd integer parameterizing the formal branch cut.

**Lemma 4.5** The operators \( \mathcal{Y}(u \otimes e^\alpha, z) \) satisfy the skew-symmetry property
\[
\mathcal{Y}(u \otimes e^\alpha, z)(v \otimes e^\beta) = e^{-i \pi N \alpha \beta} C(\alpha, \beta) e^{zL(-1)} \mathcal{Y}(v \otimes e^\beta, -z)(u \otimes e^\alpha). \tag{68}
\]

**Proof.** Using (29), (47) and (63) we have \( \mathcal{Y}(u \otimes e^\alpha, z)(v \otimes e^\beta) \) is given by
\[
\mathcal{Y}(u \otimes e^\alpha, z)e^\beta v
\]
\[
= C(\alpha, \beta) e^\beta \mathcal{Y}(\Delta(\beta, z)(u \otimes e^\alpha), z) v
\]
\[
= C(\alpha, \beta) e^\beta e^{zL(-1)} \mathcal{Y}(v, -z) \Delta(\beta, z)(u \otimes e^\alpha)
\]
\[
= C(\alpha, \beta) e^{zL(-1)} e^\beta Y_-(\beta, -z) Y(v, -z) Y_+(\beta, -z) z^{\alpha \beta} (u \otimes e^\alpha)
\]
\[
e^{-i \pi N \alpha \beta} C(\alpha, \beta) e^{zL(-1)} \mathcal{Y}(v \otimes e^\beta, -z)(u \otimes e^\alpha). \Box
\]
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We next introduce an invariant form \(\langle \cdot , \cdot \rangle\) on \(\mathcal{M}\) associated with the Möbius map [6], [13], [14], [15]

\[
\begin{pmatrix}
0 & \lambda \\
\alpha & 0
\end{pmatrix} : z \mapsto \frac{\lambda^2}{e^{i\pi N}z},
\]

(69)

for \(\lambda \neq 0\) and with \(N\) of (67). Usually for a VOA we have \(e^{-i\pi N} = -1\) and one takes \(\lambda = \pm \sqrt{-1}\) since only integral powers of formal parameters occur.

In the present case we define the adjoint of the vertex operator \(\mathcal{Y}(u \otimes e^\alpha, z)\) by

\[
\mathcal{Y}^\dagger (u \otimes e^\alpha, z) = \mathcal{Y} \left( e^{-z\lambda^{-2}L(1)} \left( \frac{\lambda}{e^{i\pi N}z} \right)^{2L(0)} (u \otimes e^\alpha), \frac{\lambda^2}{e^{i\pi N}z} \right).
\]

(70)

In particular, for a Heisenberg generating vector \(a^i\) we have

\[
Y(a^i, z)^\dagger = \sum_n a^{i\dagger}(n)z^{-n-1}, \quad a^{i\dagger}(n) = (-1)^{n+1}\lambda^{2n}a^i(-n).
\]

(71)

This implies

\[
Y_\pm^\dagger(\alpha, z) = Y_\mp \left( \alpha, -\frac{\lambda^2}{z} \right).
\]

(72)

We also note that \(e^{-z\lambda^{-2}L(1)} \left( \frac{\lambda}{e^{i\pi N}z} \right)^{2L(0)} (u \otimes e^\alpha)\) is given by

\[
\left( e^{-i\pi N} \frac{\lambda}{z} \right)^{\alpha^2} e^{-z\lambda^{-2}L(1)} \left( \frac{-\lambda}{z} \right)^{2L(0)} u \otimes e^\alpha
\]

\[
= \left( e^{-i\pi N} \frac{\lambda}{z} \right)^{\alpha^2} e^{-z\lambda^{-2}L(1)} e^{\alpha q} \left( \frac{-\lambda}{z} \right)^{2L(0)} u
\]

\[
= \left( e^{-i\pi N} \frac{\lambda}{z} \right)^{\alpha^2} e^{\alpha q} Y_+ \left( \alpha, \frac{\lambda^2}{z} \right) e^{-z\lambda^{-2}L(1)} \left( \frac{-\lambda}{z} \right)^{2L(0)} u
\]

\[
= \left( e^{-i\pi N} \frac{\lambda}{z} \right)^{\alpha^2} Y_+ \left( \alpha, \frac{\lambda^2}{z} \right) e^{-z\lambda^{-2}L(1)} \left( \frac{-\lambda}{z} \right)^{2L(0)} u \otimes e^\alpha,
\]
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where $\alpha^2 = \alpha \cdot \alpha$ and using (48). Hence we find

\[
\mathcal{Y}^\dagger (u \otimes e^\alpha, z) (w \otimes e^\gamma) = \left( e^{-i\pi N \lambda} \right)^{\alpha^2} \left( e^{-i\pi N \lambda^2} \right)^{\alpha \gamma} e^\alpha Y_-(\alpha, -\frac{\lambda^2}{z}) \cdot Y_+(\alpha, -\frac{\lambda^2}{z}) (w \otimes e^\gamma).
\]

Thus using (71) and (72) we have

\[
\mathcal{Y}^\dagger (u \otimes e^\alpha, z) (v \otimes e^\beta) = \lambda^{2\alpha \cdot (\alpha + \gamma) - \alpha^2} (e^{i\pi N z})^{-\alpha \cdot (\alpha + \gamma)} Y_-(\alpha, -\frac{\lambda^2}{z}) \cdot Y_+(\alpha, -\frac{\lambda^2}{z}) e^\alpha (w \otimes e^\gamma).
\]

We choose the normalization $\langle 1, 1 \rangle = 1$. For $\alpha = \beta = \gamma = 0$ (75) reverts to the standard definition\footnote{up to an additional $\lambda$ dependence arising from definition for the adjoint in (71).} of an invariant form on the Heisenberg VOA $M^l$ which is unique, symmetric and invertible [13]. In general, we have

\[
\mathcal{Y}^\dagger (u \otimes e^\alpha, z) (v \otimes e^\beta, w \otimes e^\gamma) = e^{-i\pi N \alpha \cdot \beta} C(\alpha, \beta) \langle v \otimes e^\beta, \mathcal{Y}^\dagger (u \otimes e^\alpha, z) (w \otimes e^\gamma) \rangle.
\]

**Definition 4.6** A bilinear form $\langle , \rangle$ on $\mathcal{M}$ is said to be invariant if for all $u \otimes e^\alpha, v \otimes e^\beta, w \otimes e^\gamma \in \mathcal{M}$ we have

\[
\mathcal{Y}^\dagger (u \otimes e^\alpha, z) (v \otimes e^\beta) = e^{-i\pi N \alpha \cdot \beta} C(\alpha, \beta) \langle v \otimes e^\beta, \mathcal{Y}^\dagger (u \otimes e^\alpha, z) (w \otimes e^\gamma) \rangle.
\]
Proposition 4.7 The bilinear form \( \langle \cdot, \cdot \rangle \) on \( \mathcal{M} \) is unique, symmetric and invertible with

\[
\langle v \otimes e^\beta, w \otimes e^\gamma \rangle = \epsilon(\beta, -\beta)\lambda^{-\beta^2} \delta_{\beta+\gamma,0} \langle v, w \rangle.
\] (76)

Remark 4.8 From Lemma 4.2 we note that we may choose \( \epsilon(\beta, -\beta) = 1 \).

Proof. Since \( \langle a(0)(v \otimes e^\beta), w \otimes e^\gamma \rangle = -\langle v \otimes e^\beta, a(0)(w \otimes e^\gamma) \rangle \) it follows that

\[
\langle v \otimes e^\beta, w \otimes e^\gamma \rangle = \delta_{\beta+\gamma,0} \langle v \otimes e^\beta, w \otimes e^{-\beta} \rangle.
\]

Applying (74) we obtain

\[
\langle v \otimes e^\beta, w \otimes e^{-\beta} \rangle = \langle e^\beta v, w \otimes e^{-\beta} \rangle = \langle v, e^{-\beta} (w \otimes e^{-\beta}) \rangle = \epsilon(\beta, -\beta)\lambda^{-\beta^2} \langle v, w \rangle.
\]

But \( \epsilon(\beta, -\beta) = \epsilon(-\beta, \beta) \) from (60) and \( \langle v, w \rangle \) is symmetric, unique and invertible so the result holds. \( \square \)

Remark 4.9 The necessity for the external factors on the right hand side of (75) is apparent when we consider

\[
\langle e^\alpha(v \otimes e^\beta), w \otimes e^\gamma \rangle = \epsilon(\alpha, \beta)\langle v \otimes e^{\alpha+\beta}, w \otimes e^\gamma \rangle = \epsilon(\alpha, \beta)\epsilon(\alpha + \beta, -\alpha - \beta)\lambda^{-(\alpha+\beta)^2} \delta_{\alpha+\beta+\gamma,0} \langle v, w \rangle.
\]

On the other hand (75) implies that this is also given by

\[
e^{-i\pi N_\alpha \beta} C(\alpha, \beta) \langle v \otimes e^\beta, e^{\alpha \dagger} (w \otimes e^\gamma) \rangle
\]

\[
= e^{-i\pi N_\alpha \beta} C(\alpha, \beta) e^{-i\pi N_\alpha (\alpha+\gamma)} \lambda^{\alpha^2+2\alpha \gamma} \epsilon(\alpha, \gamma) \langle v \otimes e^\beta, w \otimes e^{\alpha+\gamma} \rangle
\]

\[
= C(\alpha, \beta)\epsilon(\alpha, -\alpha - \beta)\epsilon(\beta, -\beta)\lambda^{-(\alpha+\beta)^2} \delta_{\alpha+\beta+\gamma,0} \langle v, w \rangle.
\]

The equality of these expressions is equivalent to the identity \( (e^\alpha e^\beta)e^{-\alpha-\beta} = C(\alpha, \beta)e^\beta(e^\alpha e^{-\alpha-\beta}) \).
5 Lattice Vertex Operator Superalgebras

In this section we apply Theorem 4.4 to the example of a lattice VOSA $V_L$ for an integral Euclidean rank $l$ lattice $L$. We construct the $g$-twisted module for a $V_L$ automorphism $g$ generated by a Heisenberg vector in terms of Heisenberg modules so that the twisted Jacobi identity (19) is satisfied as a consequence of Theorem 4.4. The relationship between this and Li’s construction [4] for a $g$-twisted module is discussed We also consider a generalization from rational to complex parameterized twisted $V_L$ modules VOSA of a related generalized VOA discussed in [3].

Let $L$ be a Euclidean lattice of rank $l$ and define $V_L = \bigoplus_{\mu \in L} M_{\mu}$ with standard cocycle commutator e.g. [7]

$$C(\mu_1, \mu_2) = (-1)^{\mu_1 \cdot \mu_2 + \mu_1^2 \mu_2^2}, \quad (77)$$

for $\mu_1, \mu_2 \in L$. Define parity on $V_L$ by

$$p(u \otimes e^\mu) = \mu_2 \mod 2$$

for $u \otimes e^\mu \in V_L$.

Then Theorem 4.4 implies that $(V_L, \mathcal{Y}, 1, \omega)$ is a VOA for $L$ even and a VOSA for $L$ odd with invertible invariant form (75) obeying

$$\langle \mathcal{Y}(u \otimes e^{\mu_1}, z)(v \otimes e^{\mu_2}), w \otimes e^{\mu_3} \rangle = (-1)^{\mu_1^2 \mu_2^2} \langle v \otimes e^{\mu_2}, \mathcal{Y}^1(u \otimes e^{\mu_1}, z)(w \otimes e^{\mu_3}) \rangle.$$

Consider the automorphism

$$g = e^{-2\pi i \alpha(0)}, \quad (78)$$

generated by the Heisenberg vector $-\alpha \cdot a \in V_L$ for any $\alpha \in \mathbb{C}^l$. Clearly $M_{\mu}$ is a $g$ eigenspace for eigenvalue $e^{-2\pi i \alpha \cdot \mu}$. Let $V_{L+\alpha} = \bigoplus_{\mu \in L} M_{\mu+\alpha}$ so that $e^\alpha : V_L \to V_{L+\alpha}$. We then find using Definition 2.4 that:

**Proposition 5.1** $(V_{L+\alpha}, \mathcal{Y})$ is a $g$-twisted $V_L$-module.

**Proof.** Theorem 4.4 with commutator (77) implies that

$$z_0^{-1} \delta \left( \frac{z_1 - z_2}{z_0} \right) \mathcal{Y}(u \otimes e^{\mu_1}, z_1) \mathcal{Y}(v \otimes e^{\mu_2}, z_2)(w \otimes e^{\mu_3 + \alpha})$$

$$-(-1)^{\mu_1^2 \mu_2^2} z_0^{-1} \delta \left( \frac{z_2 - z_1}{z_0} \right) \mathcal{Y}(v \otimes e^{\mu_2}, z_2) \mathcal{Y}(u \otimes e^{\mu_1}, z_1)(w \otimes e^{\mu_3 + \alpha})$$

$$= z_2^{-1} \left( \frac{z_1 - z_0}{z_2} \right)^{\mu_1 \cdot \alpha} \delta \left( \frac{z_1 - z_0}{z_2} \right) \mathcal{Y}(\mathcal{Y}(u \otimes e^{\mu_1}, z_0)(v \otimes e^{\mu_2}), z_2)(w \otimes e^{\mu_3 + \alpha}), \quad (79)$$
for $u \otimes e^{\mu_1}, v \otimes e^{\mu_2} \in V_L$ and $w \otimes e^{\mu_3+\alpha} \in V_{L+\alpha}$. The result holds on comparison with (19) where $\rho = -\mu_1 \cdot \alpha$. □

Using Lemma 63 we immediately find that Proposition 5.1 is equivalent to Li’s construction for the $g$-twisted module for $V_L$ [4]:

**Corollary 5.2** $(V_{L+\alpha}, \mathcal{Y}) \cong (V_L, Y_g)$ as $g$-twisted $V_L$-modules where

$$Y_g(u \otimes e^\mu, z) = \mathcal{Y}((\Delta(\alpha, z)(u \otimes e^\mu), z).$$

For the Heisenberg basis and Virasoro vector we obtain $g$-twisted modes

$$a_g^i(n) = (e^\alpha)^{-1}a^i(n)e^\alpha$$

$$L_g(n) = (e^\alpha)^{-1}L(n)e^\alpha$$

$$= \frac{1}{2} \sum_{m \in \mathbb{Z}} :a_g(n+m) \cdot a_g(-m):$$

$$= L(n) + \alpha(n) + \frac{1}{2} \alpha^2 \delta_{n,0},$$

satisfying the original Heisenberg and central charge $l$ Virasoro algebras. In particular, the grading is determined by $L_g(0) = L(0) + \alpha(0) + \frac{1}{2} \alpha^2$.

For each Heisenberg vector $\alpha \cdot a$ we may also construct a $\mathbb{C}$-graded VOSA $(V_L, \mathcal{Y}, 1, \omega_\alpha)$ with the original vector space and vertex operators but with a new ‘shifted’ conformal vector $\omega_\alpha = \omega - \alpha(-2)1$ [16], [17]. The $\mathbb{C}$-grading is determined by $L_\alpha(0) = L(0) + \alpha(0)$ with twisted Virasoro modes

$$L_\alpha(n) = L(n) + (n+1)\alpha(n),$$

satisfying the Virasoro algebra with central charge $c_\alpha = l - 12\alpha^2$. Thus we find [17]

$$L_\alpha(0) - \frac{c_\alpha}{24} = L_g(0) - \frac{l}{24},$$

a fact that has been usefully exploited to relate shifted and twisted partition and $n$-point functions [17], [18].

We conclude with a generalization of one of the main results of ref. [3] where a generalized VOA is constructed from an extension of a simple VOA $V$ by Heisenberg generated $g$-twisted modules with rational parameters via Li’s construction. Applying this approach to $V_L$ the generalized vertex operators
act on $g$-twisted modules $\{V_{L+a}\}$ in our notation. Applying Definition 3.3 of ref. [3] to the VOSA $V_L$ with $\psi_\alpha = e^{-\alpha q}$ we define the vertex operator

$$Y_\alpha (u \otimes e^{\mu_1+\alpha}, z)(v \otimes e^{\mu_2+\beta}) = \psi_{-\alpha-\beta} Y_-(\alpha, z) Y(\psi_\alpha \Delta(\beta, z)(u \otimes e^{\mu_1+\alpha}), z) . \Delta(\alpha, -z) \psi_\beta (v \otimes e^{\mu_2+\beta}),$$

(82)

for $\mu_1, \mu_2 \in L$. Since $\Delta(\alpha, -z) = Y_+(\alpha, z)(-z)^{\alpha(0)}$ we must employ the formal branch parameterization of (67) to find

$$Y_\alpha (u \otimes e^{\alpha+\mu_1}, z)(v \otimes e^{\mu_2+\beta}) = \frac{e^{i\pi N_{\alpha+\mu_2}} \epsilon(\mu_1, \mu_2)}{\epsilon(\mu_1 + \alpha, \mu_2 + \beta)} Y(u \otimes e^{\mu_1+\alpha}, z)(v \otimes e^{\mu_2+\beta}).$$

Substituting into Theorem 4.4 results in

**Proposition 5.3** The vertex operators $Y_\alpha (u \otimes e^{\alpha+\mu}, z)$ satisfy the generalized Jacobi identity

$$z_0^{-1} \left( \frac{z_1 - z_2}{z_0} \right)^{\eta_{12}} \delta \left( \frac{z_1 - z_2}{z_0} \right) Y_1(u \otimes e^{\mu_1+\alpha_1}, z_1) Y_2(v \otimes e^{\mu_2+\alpha_2}, z_2) (w \otimes e^{\mu_3+\alpha_3})

- C_{12} z_0^{-1} \left( \frac{z_2 - z_1}{z_0} \right)^{\eta_{12}} \delta \left( \frac{z_2 - z_1}{z_0} \right) Y_2(v \otimes e^{\mu_2+\alpha_2}, z_2) Y_1(u \otimes e^{\mu_1+\alpha_1}, z_1) (w \otimes e^{\mu_3+\alpha_3})

= z_2^{-1} \left( \frac{z_1 - z_0}{z_2} \right)^{-\eta_{13}} \delta \left( \frac{z_1 - z_0}{z_2} \right) Y_1+\alpha_2 Y_1(u \otimes e^{\mu_1+\alpha_1}, z_0) (v \otimes e^{\mu_2+\alpha_2}, z_2) (w \otimes e^{\mu_3+\alpha_3})$$

(83)

where

$$\eta_{12} = -\alpha_1 \cdot \alpha_2 - \mu_1 \cdot \alpha_2 - \mu_2 \cdot \alpha_1,$$

$$\eta_{13} = -\alpha_1 \cdot \alpha_3 - \mu_1 \cdot \alpha_3 - \mu_3 \cdot \alpha_1, \tag{84}$$

$$C_{12} = e^{i\pi N(\alpha_1, \mu_2 - \alpha_2, \mu_1)} (-1)^{\mu_2^1 \mu_2^2}. \tag{86}$$

Choosing the branch\footnote{This branch choice is an unstated assumption in eqn. (3.30) in the proof of Theorem 3.5 of ref. [3]} (67) with $N = 1$ Theorem 5.3 extends Theorem 3.5 of ref. [3] from rational to complex parametrized twisted modules of a VOSA.
Furthermore, it is clear that the commutator factor of $e^{i\pi N(\alpha_1 \cdot \mu_2 - \alpha_2 \cdot \mu_1)}$ arises solely from the branch choice made in (82). In fact, we may modify Defn. 3.3 of [3] and (82) by replacing the $\Delta(\alpha, -z)$ operator by $Y_+(\alpha, z)z^{\alpha(0)}$ in order to define a new vertex operator

\[ \hat{Y}_\alpha(u \otimes e^{\mu_1 + \alpha}, z)(v \otimes e^{\mu_2 + \beta}) = \psi_{-\alpha - \beta}Y_-(\alpha, z)Y(\psi_\alpha \Delta(\beta, z)(u \otimes e^{\mu_1 + \alpha_1}), z)Y_+(\alpha, z)z^{\alpha(0)}Y_\beta(v \otimes e^{\mu_2 + \beta}). \]  

These operators satisfy the generalized Jacobi identity (83) with the standard lattice parity commutator $C_{12} = (-1)^{\mu_1 \mu_2}$.
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