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Abstract. We lay the foundations of a Morse homology on the space of connections on a principal $G$-bundle over a compact manifold $Y$, based on a newly defined gauge-invariant functional $\mathcal{J}$. While the critical points of $\mathcal{J}$ correspond to Yang–Mills connections on $P$, its $L^2$-gradient gives rise to a novel system of elliptic equations. This contrasts previous approaches to a study of the Yang–Mills functional via a parabolic gradient flow. We carry out the complete analytical details of our programme in the case of a compact two-dimensional base manifold $Y$. We furthermore discuss its relation to the well-developed parabolic Morse homology of Riemannian surfaces. Finally, an application of our elliptic theory is given to three-dimensional product manifolds $Y = \Sigma \times S^1$. 
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1. Introduction

During the last decades many authors, in order to understand Morse theoretical properties of the Yang–Mills functional
\[ \mathcal{YM}: \mathcal{A}(P) \to \mathbb{R}, \quad \mathcal{YM}(A) = \frac{1}{2} \int_Y \langle F_A \wedge *F_A \rangle \]
on a principal \( G \)-bundle \( P \) over a compact manifold \( Y \), studied its \( L^2 \)-gradient flow
\[ \partial_s A + d_A^* F_A = 0. \]
This approach was introduced by Atiyah and Bott (cf. [3]) and used for example by Donaldson (cf. [5]) to prove a generalized version of the Narasimhan–Seshadri theorem. Analytical properties of the solutions of (1) for principal bundles over 2- and 3-dimensional base manifolds, or over base manifolds with a symmetry of codimension 3, were proven by Råde (cf. [15, 16]) and Davis (cf. [4]). A consideration common to all of these works is the following one. Since Eq. (1) is invariant under an infinite-dimensional group of symmetries, the group \( \mathcal{G}(P) \) of gauge transformations, it is only degenerate parabolic, in contrary to e.g. the heat flow on manifolds. This problem can be overcome by imposing a suitable gauge-fixing condition. The linearized flow equation then splits into an operator of mixed parabolic and elliptic type (cf. [4, 12, 23]). Short-time existence of the thus augmented equation is shown in [15]. Long-time existence holds below the critical dimension \( n = 4 \), and is unknown to be case for \( n = 4 \) (cf. Struwe’s article [22] for a blow-up analysis in this case). Moreover, it is not known whether the flow satisfies the Morse–Smale transversality property and it is therefore in general an open question whether a Morse homology, based on the Yang–Mills functional and its \( L^2 \)-flow, can be defined in dimensions \( n \geq 3 \).

In this context we present a novel approach to Yang–Mills theory and define a new Morse homology as follows. Let \( Y \) be a closed manifold of dimension \( n \geq 2 \). Fix a Riemannian metric \( g \) on \( Y \) and let \( d\text{vol}_Y \) denote its volume form. We consider a principal \( G \)-bundle \( P \to Y \), \( G \) a compact Lie group with Lie algebra \( \mathfrak{g} \), and an ad-invariant inner product on \( \mathfrak{g} \). Let \( X := \mathcal{A}(P) \times \Omega^{n-2}(Y, \text{ad}(P)) \) be the product of the space of \( \mathfrak{g} \)-valued connections on \( P \) and \( \text{ad}(P) \)-valued \( (n-2) \)-forms. Then we consider the energy functional
\[ \mathcal{J}: X \to \mathbb{R}, \quad \mathcal{J}(A, \omega) := \int_Y \left( \langle F_A, *\omega \rangle - \frac{1}{2}|\omega|^2 \right) d\text{vol}_Y. \]
Critical points \((A, \omega)\) of this functional satisfy the system of equations
\[ *F_A - \omega = 0, \quad d_A \omega = 0 \]
in which case \( A \) is a Yang–Mills connection (i.e., satisfies \( d_A^* F_A = 0 \)) and \(*\omega\) is its curvature. The most interesting aspect are the \( L^2 \)-gradient flow.
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(2) \[ \partial_s A + (-1)^{n+1} \ast d_A \omega = 0, \quad \partial_s \omega + \ast F_A - \omega = 0, \]
a system of first order nonlinear PDEs, which for \( n = 2 \) define a nice elliptic problem. Based on the gradient flow equations (2), we define a new elliptic Yang–Mills Morse homology. To make this idea precise, we need to work with a perturbed version \( J + h_f \) of the functional \( J \). The reason for adding a perturbation \( h_f \) is twofold. First, it is in general not the case that critical points of the unperturbed functional \( J \) are nondegenerate in the Morse–Bott sense. By this we mean that the nullspace of the Hessian \( H_{(A,\omega)} J \) of \( J \) at each critical point \( (A,\omega) \) consists entirely of infinitesimal gauge transformations. The second reason is that a priori it is not clear whether gradient flow lines of \( J \), connecting two critical points, satisfy Morse–Smale transversality. This condition, which is equivalent to the linearized gradient flow equation at such a flow line being surjective, is required to obtain smooth moduli spaces of solutions. We here work with holonomy perturbations (cf. §6.1 for details) the construction of whose is based on work by Salamon and Wehrheim in [21]. The precise form of the \( L^2 \)-gradient flow equations resulting from the perturbed functional \( J + h_f \) will be stated in (3) below.

The plan of the article is as follows. In §2 we introduce the elliptic Yang–Mills equations. We then move on to establish their main analytical properties as far as they are needed to define elliptic Yang–Mills homology in the case \( n = 2 \) (which we introduce in Section 7). In particular show (cf. Section 3) that the linearization of the gradient flow equations give rise to a Fredholm operator and determine its index. The main difficulty one encounters here is that the functional \( J \) is neither bounded from below nor from above so that the number of eigenvalue crossings of the resulting spectral flow cannot be read off from the index of the Hessian at limiting critical points of \( J \). To overcome this problem we relate this spectral flow to that of a further family of elliptic operators, the numbers of negative eigenvalues of their limits as \( s \to \pm \infty \) being finite and equal to the index of the limiting Yang–Mills connections. A further result concerns compactness up to gauge transformations and convergence to broken trajectories of the moduli spaces of solutions to (3) which have uniformly bounded energy, cf. §4. Exponential decay of finite energy solutions of (3) towards critical points is shown in §5. Transversality is being dealt with in §6. A Morse boundary operator defined by counting the numbers of elements in suitable moduli spaces of connecting flow lines is introduced in §7. Together with the critical points of \( J + h_f \) in a fixed sublevel set it gives rise to a chain complex, the homology of which we name elliptic Yang–Mills Morse homology.

In §8 we initiate a comparison of elliptic Yang–Mills Morse homology with its classical parabolic counterpart (cf. §3 23). Although these theories are
based on very different types of equations, they share a number of common properties. Namely, the set of generators of the relevant chain complexes is the same in both cases, and also the dimensions of moduli spaces of connecting flow lines agree in each case. Therefore it seems natural to conjecture that there exists an isomorphism between elliptic and parabolic Morse homology. We give some evidence to this conjecture by constructing a so-called hybrid moduli space in which we combine elliptic and parabolic flow lines. Leaving the analytical details of that construction to a future publication we anticipate, based on a crucial energy inequality, that arguments similar to those in [1, 2, 24] apply and give rise to an invertible chain homomorphism between the parabolic and the elliptic Morse complex.

As an application of the elliptic Yang–Mills homology presented here we consider in §9 three-dimensional product manifolds $Y = \Sigma \times S^1$. We relate the new invariants obtained in this case to various other homology groups, amongst them Floer homology of the cotangent bundle of the space of gauge equivalence classes of flat $SO(3)$ connections over $\Sigma$.

One difficulty in extending elliptic Morse homology to manifolds $Y$ of dimension $n \geq 3$ consists in the fact that the linearization of equation (2) ceases to be elliptic, even if appropriate gauge-fixing conditions are imposed. To overcome this problem we introduce in §10 a modification of the above setup. The main idea is to restrict the configuration space $X = \mathcal{A}(P) \times \Omega^{n-2}(Y, \text{ad}(P))$ to the Banach submanifold

$$X_1 := \{(A, \omega) \in X \mid d^*_A \omega = 0\}$$

of $X$ and consider the flow (2) on $X_1$ instead. This modification is natural because the critical points of $J$ are automatically contained in $X_1$. As it turns out, the linearization obtained through this modification are in fact elliptic equations, however of nonlocal type. A discussion of their compactness and transversality properties is left to future work.

Acknowledgements. The second named author gratefully acknowledges DFG for its financial support through grant SW 161/1-1. He also thanks the Department of Mathematics of Stanford University for its hospitality where part of this work has been carried out.

2. Elliptic Yang–Mills flow equations

Let $Y$ be a closed oriented smooth manifold of dimension $n \geq 2$, endowed with a Riemannian metric $g$. We keep the notation as introduced before. For pairs $(A, \omega) \in X = \mathcal{A}(P) \times \Omega^{n-2}(Y, \text{ad}(P))$ we consider the functional

$$J : X \to \mathbb{R}, \quad J(A, \omega) = \int_Y \left( \langle F_A, *\omega \rangle - \frac{1}{2} |\omega|^2 \right) \text{dvol}_Y.$$ 

For transversality reasons apparent later we add a so-called holonomy perturbation $h_f$ to $J$ which we shall define in §6.1. The $L^2$-gradient of $J + h_f$
is given by
\[ \nabla J(A,\omega) = ( (-1)^{n+1} * d_A \omega - X_f(A,\omega), *F_A - \omega + Y_f(A,\omega) ). \]

For a definition of the term \((X_f(A,\omega), Y_f(A,\omega))\) which results as the \(L^2\)-gradient of \(h_f\), cf. (33) below. We define the **perturbed elliptic Yang–Mills flow** to be the system of equations
\[
\begin{align*}
0 &= \partial_s A - d_A \Psi + (-1)^{n+1} * d_A \omega - X_f(A,\omega), \\
0 &= \partial_s \omega + [\Psi,\omega] - \omega + *F_A + Y_f(A,\omega).
\end{align*}
\]

for a connection \(A \in \mathcal{A}(P)\) and \(\text{ad}(P)\)-valued forms \(\Psi \in \Omega^0(Y,\text{ad}(P))\) and \(\omega \in \Omega^{n-2}(Y,\text{ad}(P))\). The term \(\Psi\) has been introduced in (3) in order to make this system of equations invariant under the action of time-dependent gauge transformations. Stationary points of the unperturbed flow equation (referring to the unperturbed functional \(J\)) such that \(\Psi = 0\) satisfy
\[
d_A \omega = 0 \quad \text{and} \quad \omega = *F_A.
\]

Then \(d_A \omega = d_A * F_A = 0\) and hence the set of critical points of \(J\) is in bijection with the set of Yang–Mills connections on the bundle \(P\).

**Remark 1.** The factor \((-1)^{n+1}\) appearing in the first equation in (3) results from the different signs the formal adjoint \(d^* A = (-1)^{n(\deg \omega + 1)+1} * d_A * \omega\) of \(d_A\) has in different degrees and dimensions.

**Remark 2.** Assume \((A,\omega)\) is a solution of the unperturbed equation (3) on \(I \times Y\), \(I\) a bounded or unbounded interval. Assume in addition that \(\Psi = 0\). Then it follows that \(\omega\) satisfies the linear PDE
\[
0 = \ddot{\omega} - \dot{\omega} - d_A^* d_A \omega.
\]

In the case \(n = 2\) this is an elliptic equation with the Hodge Laplacian \(-\frac{d^2}{d\tau^2} + \Delta_A\) acting on \(\Omega^0(I \times Y, \text{ad}(P))\) as leading order term.

### 3. Moduli spaces and Fredholm theory

From now on we specialize to the case \(n = 2\) and let \(Y = \Sigma\) denote a closed oriented surface, being endowed with a Riemannian metric \(g\).

#### 3.1. Gradient flow lines and moduli spaces.
Throughout we call a smooth solution \((A,\omega,\Psi)\) of (3) on \(\mathbb{R} \times \Sigma\) a **negative gradient flow line** of \(J\). We say that \((A,\omega,\Psi)\) is in **temporal gauge** if \(\Psi = 0\). The **energy** of a solution \((A,\omega,\Psi)\) of (3) is
\[
E_f(A,\omega,\Psi) := \frac{1}{2} \int_{\mathbb{R}} \|*(d_A \omega + d_A \Psi + X_f(A,\omega))\|_{L^2(\Sigma)}^2 + \|*F_A - \omega + [\Psi,\omega] + Y_f(A,\omega)\|_{L^2(\Sigma)}^2 ds.
\]

It is by definition invariant under time-dependent gauge transformations. In §5 it will be shown that a temporally gauged solution \((A,\omega,0)\) of (3) on \(\mathbb{R} \times \Sigma\) has finite energy if and only if there exist critical points \((A^\pm, \omega^\pm)\) of \(J + h_f\).
such that \((A(s), \omega(s))\) converges exponentially to \((A^\pm, \omega^\pm)\) as \(s \to \pm \infty\). We let \(\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+)\) denote the moduli space of gauge equivalence classes of negative gradient flow lines from \((A^-, \omega^-)\) to \((A^+, \omega^+), \text{i.e.} \)

\[
\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+) := \frac{\widehat{\mathcal{M}}_f(A^-, \omega^-, A^+, \omega^+)}{G(P)},
\]

where

\[
\widehat{\mathcal{M}}_f(A^-, \omega^-, A^+, \omega^+) := \left\{(A, \omega, 0) \mid (A, \omega, 0) \text{ satisfies } \left[ [A^\pm, \omega^\pm] \right]\right. \}
\]

The moduli space \(\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+)\) can be described in a slightly different way as the quotient of all finite energy gradient flow lines \((A, \omega, \Psi)\) from \((A^-, \omega^-)\) to \((A^+, \omega^+)\) such that \(\Psi(s) \to 0\) as \(s \to \pm \infty\) modulo the action of the group \(G(\mathbb{R} \times \Sigma)\) of smooth time-dependent gauge transformations, which converge exponentially to the identity as \(s \to \pm \infty\). One of our goals in the subsequent sections is to show that the moduli space \(\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+)\) is a compact manifold with boundary and to determine its dimension. We start by considering first the linearized operator for Eq. (3).

### 3.2. Linearized operator

Linearizing the map

\[
\mathcal{F}: (A, \omega, \Psi) \mapsto \begin{pmatrix}
\partial_s A - d_A \Psi - s d_A \omega - X_f(A, \omega) \\
\partial_s \omega + [\Psi, \omega] - \omega + * F_A + Y_f(A, \omega)
\end{pmatrix}
\]

at \((A, \omega, \Psi)\) yields the linear operator

\[
\mathcal{D}_{(A, \omega, \Psi)}: (\alpha, v, \psi) \mapsto \nabla_s \begin{pmatrix}
\alpha \\
v \\
\psi
\end{pmatrix} + \begin{pmatrix}
*[\omega \wedge \cdot] \\
* d_A \\
-[\omega \wedge \cdot]
\end{pmatrix} \begin{pmatrix}
\alpha \\
v \\
\psi
\end{pmatrix} + \begin{pmatrix}
-dX_f(A, \omega)(\alpha, v) \\
dY_f(A, \omega)(\alpha, v)
\end{pmatrix},
\]

where \(\nabla_s := \frac{\partial}{\partial s} + [\Psi \wedge \cdot] \). To specify its domain and target we define for \(p > 1\)

\[
L^p := L^p(\mathbb{R}, L^p(\Sigma)) \quad \text{and} \quad \mathcal{W}^p := W^{1,p}(\mathbb{R}, L^p(\Sigma)) \cap L^p(\mathbb{R}, W^{1,p}(\Sigma)),
\]

where for abbreviation we set

\[
L^p(\mathbb{R}, L^p(\Sigma)) := L^p(\mathbb{R}, L^p(\Sigma, T^* \Sigma \otimes \text{ad}(P))) \\
\oplus L^p(\mathbb{R}, L^p(\Sigma, \text{ad}(P))) \oplus L^p(\mathbb{R}, \mathcal{W}^p(\Sigma, \text{ad}(P)));
\]

and similarly for \(L^p(\mathbb{R}, W^{1,p}(\Sigma))\) and \(W^{1,p}(\mathbb{R}, L^p(\Sigma))\). Throughout we shall consider \(\mathcal{D}_{(A, \omega, \Psi)}\) as an operator \(\mathcal{D}_{(A, \omega, \Psi)}: \mathcal{W}^p \to L^p\).

**Remark 3** (Gauge-fixing condition). The last component in the definition [6] of the operator \(\mathcal{D}_{(A, \omega, \Psi)}\) is a gauge-fixing condition. It can be understood as follows. We identify the pair \((A, \Psi)\) with the connection \(A + \Psi ds\) on the
principal $G$-bundle $\mathbb{R} \times P$. The group $G(\mathbb{R} \times P)$ of time-dependent gauge transformations acts on pairs $(A + \Psi ds, \omega)$ as

$$g^* (A + \Psi ds, \omega) = (g^* A + (g^{-1} \Psi g + g^{-1} \dot{g}) \wedge ds, g^{-1} \omega g).$$

The infinitesimal action at $(A + \Psi ds, \omega)$ is the map

$$\varphi \mapsto (d_A \varphi + (\dot{\varphi} + [\Psi \wedge \varphi]) \wedge ds, [\omega \wedge \varphi]).$$

A short calculation now shows that $(\alpha + \psi \wedge ds, \nu)$ is orthogonal to the image of the infinitesimal action precisely if the last component of $\mathcal{D}_{(A,\omega,\Psi)}(\alpha, \nu, \psi)$ vanishes.

3.3. Fredholm theorem. Throughout this section we fix $a > 0$ and an $a$-regular perturbation $h_f$. The aim of this section is to prove the following theorem.

**Theorem 4.** Let $(A, \omega, \Psi)$ be a solution of (3) and assume that there exist solutions $(A^\pm, \omega^\pm)$ of the perturbed critical point equation (34) such that

$$\lim_{s \to \pm \infty} (A(s), \omega(s), \Psi(s)) = (A^\pm, \omega^\pm, 0)$$

in $C^k(\Sigma)$ for every $k \in \mathbb{N}_0$. Then for every $1 < p < \infty$ the linear operator $\mathcal{D}_{(A,\omega,\Psi)}: W^p \to \mathcal{L}^p$ is a Fredholm operator of index

$$\text{ind} \mathcal{D}_{(A,\omega,\Psi)} = \text{ind} H_{A^-,f} - \text{ind} H_{A^+,f}.$$ 

Here we denote by $\text{ind} H_{A,f}$ the Morse index (i.e. the number of negative eigenvalues) of the perturbed Yang–Mills Hessian

$$H_{A,f} := d_A^* d_A + * [F_A \wedge \cdot] + d f(A).$$

Because the statement of this theorem is invariant under gauge transformations we may from now on assume that $\Psi = 0$. For ease of notation we also define $B_f := B_{(A,\omega,0)} + (- d f(A,\omega), d Y_f(A,\omega)).$

**Fredholm property and index in the case $p = 2$.** We let $p = 2$. Then $B_f(s)$ is a self-adjoint operator on the Hilbert space $H := L^2(\Sigma)$ with domain $W := \text{dom} B_f(s) = W^{1,2}(\Sigma)$, for every $s \in \mathbb{R}$. This follows by the same arguments as given in the proof of Proposition 22.

**Proof.** [Theorem 4 in the case $p = 2$]. To show the Fredholm property we employ the result [17, Theorem A]. To apply this theorem we need to check that the following conditions (i-iv) are satisfied. (i) The inclusion $W \hookrightarrow H$ of Hilbert spaces is compact with dense range. This holds true by the Rellich–Kontrachov compactness theorem. (ii) The norm of $W$ is equivalent to the graph norm of $B_f(s): W \to H$ for every $s \in \mathbb{R}$. This follows from a standard elliptic estimate for the operator $B_f(s): W \to H$. (iii) The map $\mathbb{R} \to \mathcal{L}(W, H): s \mapsto B_f(s)$ is continuously differentiable with respect to the weak operator topology. For this we need to verify that for every $\xi \in W$ and $\eta \in H$ the map $s \mapsto \langle B_f(s) \xi, \eta \rangle$ is of class $C^1(\mathbb{R})$. Because $s \mapsto (A(s), \omega(s))$ is a smooth path in $X$ and $B_f$ depends smoothly on $(A, \omega)$, this property is clearly satisfied. (iv) The operators $B_{(A^\pm, \omega^\pm, 0)} - (d f(A^\pm, 0)$ are invertible.
and are the limits of \(B_f(s)\) in the norm topology as \(s \to \pm \infty\). Invertibility follows because the perturbation \(h_f\) was assumed to be \(a\)-regular. Theorem \[14\] (exponential decay) gives uniform convergence with all derivatives of \(\left(A(s), \omega(s)\right)\) to \(\left(A^\pm, \omega^\pm\right)\) as \(s \to \pm \infty\), hence in particular norm convergence \(B_f(s) \to B_{\left(A^\pm, \omega^\pm, 0\right)} - (dX_f(A^\pm), 0)\) as \(s \to \pm \infty\). We have thus verified that the operator family \(s \mapsto B_f(s)\) satisfies all the assumptions of \[17\] Theorem A. It hence follows that the operator \(\mathcal{D}_{(A, \omega, 0)} = \frac{d}{ds} + B_f(s)\) is Fredholm with index given by the spectral flow of the family \(s \mapsto B_f(s)\), cf. below. It is shown in Proposition \[5\] and Lemma \[6\] below that this spectral flow equals that of a further operator family \(s \mapsto C_f(s)\). Its spectral flow in turn is equal to the right-hand side of (7), which is the content of the subsequent Lemma \[9\]. The index formula (7) now follows. \[ \square \]

It remains to determine the index of the Fredholm operator \(\mathcal{D}_{(A, \omega, 0)}\). This index is related to the spectral flow of the operator family \(s \mapsto B_f(s)\) as we explain next. Here we follow the discussion in \[17\] §4. Recall that a crossing of \(B_f\) is a number \(s \in \mathbb{R}\) for which \(B_f(s)\) is not injective. The crossing operator at \(s \in \mathbb{R}\) is the map

\[ \Gamma(B_f, s) : \ker B_f(s) \to \ker B_f(s), \quad \Gamma(B_f, s) = P(s) \hat{B}_f(s), \]

where \(P(s) : H \to H\) denotes the orthogonal projection onto \(\ker B_f(s)\). A crossing \(s \in \mathbb{R}\) is called regular if \(\Gamma(B_f(s))\) is nonsingular. It can be shown (by adapting the arguments in \[17\] Theorem 4.2) that, after replacing \(f\) by a suitable, \(a\)-regular perturbation \(\hat{f}\) (which may be chosen arbitrarily close to \(f\)), the operator family \(s \mapsto B_f(s)\) only has regular crossings. We assume that \(f\) has been chosen accordingly. Then the number of crossings of \(B_f\) is in particular finite. The signature of the crossing \(s \in \mathbb{R}\) is the signature (the number of positive minus the number of negative eigenvalues) of the endomorphism \(\Gamma(B_f, s)\). The Fredholm index of \(\mathcal{D}_{(A, \omega, 0)}\) is determined by the crossing signatures via the relation

\[ \text{ind} \mathcal{D}_{(A, \omega, 0)} = - \sum \text{sign} \Gamma(B_f, s) \quad \text{(8)} \]

where the sum is over all crossings, cf. \[17\] Theorem 4.1.

We now aim to determine the Fredholm index of \(\mathcal{D}_{(A, \omega, 0)}\) from (8). The following proposition simplifies the subsequent computations.

**Proposition 5.** Let \(B_{f, 0}\) denote the family of operators which we obtain from \(B_f\) by setting \(Y = 0\). Then the operator \(\frac{d}{ds} + B_{f, 0} : \mathcal{W}^2 \to \mathcal{L}^2\) is a Fredholm operator with index equal to that of \(\mathcal{D}_{(A, \omega, 0)}\).

**Proof.** For \(0 \leq \tau \leq 1\) consider the family of operators \(\frac{d}{ds} + B_{(A, \omega, 0)} + (-dX_f(A, \omega), \tau dY_f(A, \omega)). \) Since \(Y_f(A(s), \omega(s)) = 0\) for sufficiently large \(|s| \geq s_0\) (which holds by our choice of the \(a\)-regular perturbation \(f\)) it follows that for each \(\tau\) the limiting operator as \(s \to \pm \infty\) of \(B_{(A, \omega, 0)} + \)
(-dX_f(A, \omega), \tau dY_f(A, \omega)) is equal to the invertible operator $B_{(A^+, \omega^+, 0)} - (dX_f(A^+), 0)$. By the same proof as of Theorem 4 in the case $p = 2$ this implies that each of the operators in the above family is Fredholm. Because this family is an interpolating family of Fredholm operators between $\frac{d}{ds} + B_{f,0}$ and $\mathcal{D}_{(A, \omega, 0)}$ equality of the indices follows.

To determine the Fredholm index of $\mathcal{D}_{(A, \omega, 0)}$ we use Proposition 5 together with relation (8) (with the operator $B_f$ replaced by $B_{f,0}$). The crossing indices of the operator family $B_{f,0}$ are found by relating them to those of a further path of operators $C_f(s)$ which we introduce next. For $\lambda \in \mathbb{R} \setminus \{-1\}$ and $(A, \omega) = (A(s), \omega(s))$ we define the symmetric operator $C_{f,\lambda}(s)$ by

$$C_{f,\lambda}(s) := \begin{pmatrix} \frac{1}{\lambda+1} d^*_A d_A + \lambda [\omega \wedge -] + dX_f(A, \omega) & -d_A + \frac{1}{\lambda+1} \ast d_A[\omega \wedge -] \\ -d_A^* + \frac{1}{\lambda+1} \ast [\omega \wedge d_A \cdot] & -\frac{1}{\lambda+1} \ast [\omega \wedge \ast\{\omega \wedge \cdot\}] \end{pmatrix}.$$ 

We furthermore set $C_f(s) := C_{f,0}(s)$.

**Lemma 6.** For every $s \in \mathbb{R}$ the crossing indices $\Gamma(B_{f,0}(s))$ and $\Gamma(C_f(s))$ coincide.

**Proof.** We first note that $\lambda = 0$ is an eigenvalue of $B_{f,0}(s)$ if and only if it is an eigenvalue of $C_f(s)$. In this case, the corresponding eigenspaces are of the same dimension. These facts follow from Proposition 7 below. It remains to show that for every crossing $s_0 \in \mathbb{R}$ the signatures $\operatorname{sign} \Gamma(B_{f,0}, s_0)$ and $\operatorname{sign} \Gamma(C_f, s_0)$ coincide. We prove this equality for a simple crossing $s_0$, i.e. in the case where the crossing is regular and in addition the kernels of $B_{f,0}(s_0)$ and $C_f(s_0)$ are one-dimensional. In this situation let $s \mapsto \lambda(s)$, $s \in (s_0 - \varepsilon, s_0 + \varepsilon)$, be a $C^1$-path of eigenvalues of $B_{f,0}(s)$ with corresponding path of eigenvectors $\xi(s) = (\alpha(s), v(s), \psi(s))$ such that $\lambda(s_0) = 0$. Similarly, let $s \mapsto \mu(s)$, $s \in (s_0 - \varepsilon, s_0 + \varepsilon)$, be a $C^1$-path of eigenvalues of $C_f(s)$ with normalized eigenvectors $\xi(s) = (\tilde{\alpha}(s), \tilde{\psi}(s))$ such that $\mu(s_0) = 0$ and $\tilde{\xi}(s_0) = (\tilde{\alpha}(s_0), \tilde{\psi}(s_0))$. It suffices to prove that

$$\operatorname{sign} \lambda(s_0) = \operatorname{sign} \mu(s_0).$$

To prove this claim we first apply Proposition 7 below which gives the identity

$$C_{f,\lambda(s)}(s)(\alpha(s), \psi(s)) = \lambda(s)(\alpha(s), \psi(s))$$

for all $s \in (s_0 - \varepsilon, s_0 + \varepsilon)$. Next, by definition of the operator families $C_{f,\lambda(s)}(s)$ and $C_f(s)$ it follows that

$$\frac{d}{ds} \left. C_{f,\lambda(s)}(s) \right|_{s=s_0} = C_f(s_0) + \dot{\lambda}(s_0) \begin{pmatrix} -d_A^* d_A & -d_A[\omega \wedge -] \\ -[\omega \wedge d_A \cdot] & -[\omega \wedge \ast\{\omega \wedge \cdot\}] \end{pmatrix}.$$ 

We apply Proposition 8 below to the operator family $s \mapsto C_{f,\lambda(s)}(s)$. Together with (10) it then follows that (we abbreviate $A := A(s_0), \omega := \omega(s_0)$
and recall that $\tilde{\xi}(s_0) = (\alpha(s_0), \psi(s_0))$

\[ \dot{\lambda}(s_0) = \left( \frac{d}{ds} \right)_{s=s_0} C_{f,\lambda(s)}(s) \tilde{\xi}(s_0), \dot{\tilde{\xi}}(s_0) \]

\[ = \langle \hat{C}_{f}(s_0) \tilde{\xi}(s_0), \dot{\tilde{\xi}}(s_0) \rangle 
+ \dot{\lambda}(s_0) \left\langle \left( \begin{array}{cc} -d_A^* d_A & - * d_A [\omega \wedge \cdot] \\ - * [\omega \wedge d_A \cdot] & * [\omega \wedge * [\omega \wedge \cdot]] \end{array} \right) \tilde{\xi}(s_0), \dot{\tilde{\xi}}(s_0) \right\rangle \]

\[ = \dot{\mu}(s_0) - \dot{\lambda}(s_0) \langle d_A^* d_A \alpha(s_0), \alpha(s_0) \rangle 
+ 2 \dot{\lambda}(s_0) \langle * d_A \alpha(s_0), [\omega \wedge \psi(s_0)] \rangle 
+ \dot{\lambda}(s_0) \langle * [\omega \wedge * [\omega \wedge \psi(s_0)]], \psi(s_0) \rangle 
= \dot{\mu}(s_0) - \dot{\lambda}(s_0) \| d_A \alpha(s_0) \|^2 
= \dot{\lambda}(s_0) \| [\omega \wedge \psi(s_0)] \|^2 
+ 2 \dot{\lambda}(s_0) \langle * d_A \alpha(s_0), [\omega \wedge \psi(s_0)] \rangle. \]

Here we used again Proposition 8 in order to replace $\langle \hat{C}_{f}(s_0) \tilde{\xi}(s_0), \dot{\tilde{\xi}}(s_0) \rangle = \dot{\mu}(s_0)$. Concerning the remaining terms in the same line we compute

\[ \langle \alpha(s_0), - * d_A [\omega \wedge \psi(s_0)] \rangle = \langle * \alpha(s_0), d_A [\omega \wedge \psi(s_0)] \rangle = \langle d_A^* \alpha(s_0), [\omega \wedge \psi(s_0)] \rangle = \langle * d_A \alpha(s_0), [\omega \wedge \psi(s_0)] \rangle, \]

and likewise for $\langle - * [\omega \wedge d_A \alpha(s_0)], \psi(s_0) \rangle$. It finally follows that

\[ \dot{\mu}(s_0) = (1 + \| d_A \alpha(s_0) \|^2 + \| [\omega \wedge \psi(s_0)] \|^2 - 2 \langle * d_A \alpha(s_0), [\omega \wedge \psi(s_0)] \rangle) \dot{\lambda}(s_0). \]

Using the Cauchy–Schwarz inequality we can estimate the factor in front of $\lambda(s_0)$ in the previous line as

\[ 1 + \| d_A \alpha(s_0) \|^2 + \| [\omega \wedge \psi(s_0)] \|^2 - 2 \langle * d_A \alpha(s_0), [\omega \wedge \psi(s_0)] \rangle 
\geq 1 + \| d_A \alpha(s_0) \|^2 + \| [\omega \wedge \psi(s_0)] \|^2 - 2 \| d_A \alpha(s_0) \| \| [\omega \wedge \psi(s_0)] \| 
\geq 1. \]

Therefore, $\dot{\mu}(s_0)$ and $\dot{\lambda}(s_0)$ have the same sign which shows (9) in the case of a simple crossing $s_0$. The case of a general regular crossing can be treated similarly. This completes the proof. \qed

**Proposition 7.** Let the operators $B_{f,0}(s)$ and $C_{f,\lambda}(s)$, $s \in \mathbb{R}$, be as defined above. Let $\lambda \in \mathbb{R} \setminus \{-1\}$. Then $\xi = (\alpha, v, \psi) \in \text{dom} B_{f,0}(s)$ satisfies the eigenvalue equation $B_{f,0}(s) \xi = \lambda \xi$ if and only if $\tilde{\xi} = (\alpha, \psi)$ satisfies the nonlinear eigenvalue equation

\[ C_{f,\lambda}(s) \tilde{\xi} = \lambda \tilde{\xi}. \]

**Proof.** Assume $\xi = (\alpha, v, \psi) \in \text{dom} B_{f,0}(s)$ satisfies

\[ B_{f,0}(s) \xi = \lambda \xi \]

for some $\lambda \neq -1$. Then it follows from the definition of $B_{f,0}(s)$ that

\[ v = \frac{1}{\lambda + 1} (\ast d_A \alpha - [\omega \wedge \psi]). \]
Proof. We differentiate the eigenvalue equation and obtain (11). Conversely, assume that \( \tilde{\xi} = (\alpha, \psi) \) satisfies (11) for some \( \lambda \neq -1 \). Defining \( v \) by equation (13) and setting \( \xi := (\alpha, v, \psi) \) we obtain a solution \( \xi \) of (12) for this eigenvalue \( \lambda \). □

**Proposition 8.** Let \( s \mapsto F(s), s \in (s_0 - \varepsilon, s_0 + \varepsilon) \), be a \( C^1 \)-path of densely defined symmetric operators on a Hilbert space \( H \). Let \( s \mapsto \lambda(s), s \in (s_0 - \varepsilon, s_0 + \varepsilon) \), be a \( C^1 \)-path of eigenvalues of the operator family \( F \) with normalized eigenvectors \( x(s) \). Then it follows that

\[
\dot{\lambda}(s_0) = \langle \dot{F}(s_0)x(s_0), x(s_0) \rangle.
\]

**Proof.** We differentiate the eigenvalue equation \( F(s)x(s) = \lambda(s)x(s) \) at \( s_0 \) and obtain

\[
\dot{F}(s_0)x(s_0) + F(s_0)\dot{x}(s_0) = \dot{\lambda}(s_0)x(s_0) + \lambda(s_0)\dot{x}(s_0).
\]

Take the inner product of both sides with \( x(s_0) \) and use that by symmetry of \( F(s_0) \)

\[
\langle F(s_0)\dot{x}(s_0), x(s_0) \rangle = \langle \dot{x}(s_0), F(s_0)x(s_0) \rangle = \langle \dot{x}(s_0), \lambda(s_0)x(s_0) \rangle
\]

to conclude the result. □

**Lemma 9.** The total number \( \sum_{s \in \mathbb{R}} \Gamma(C_f(s)) \) of eigenvalue crossings of the operator family \( C_f \) equals the right-hand side of (7).

**Proof.** We set \( C^\pm_f := \lim_{s \to -\infty} C_f(s) \). By assumption, each pair \((A^\pm, \omega^\pm) = \lim_{s \to \pm \infty} (A(s), \omega(s))\) satisfies the critical point equations \( \omega^\pm = *F_{A^\pm} \) and \( *d_{A^\pm} \omega^\pm + X_f(A^\pm) = 0 \). Inserting the first one into the definition of \( C_f \) it follows that

\[
C^\pm_f = \begin{pmatrix}
 d^*_{A^\pm}d_{A^\pm} + *F_{A^\pm} \wedge \cdot & -d_{A^\pm} + *d_{A^\pm} [F_{A^\pm} \wedge \cdot] \\
-d^*_{A^\pm} + *F_{A^\pm} \wedge d_{A^\pm} \cdot & - *F_{A^\pm} \wedge [F_{A^\pm} \wedge \cdot]
\end{pmatrix}.
\]

We point out that the upper left entry of \( C^\pm_f \) equals the perturbed Yang–Mills Hessian \( H_{A^\pm,f} \). For \( 0 \leq \tau \leq 1 \) we consider the smooth path

\[
C^\pm_{\tau,f} := \begin{pmatrix}
 H_{\tau,f} & -d_{A^\pm} + \tau * d_{A^\pm} [F_{A^\pm} \wedge \cdot] \\
-d^*_{A^\pm} + \tau * [F_{A^\pm} \wedge d_{A^\pm} \cdot] & - \tau * [F_{A^\pm} \wedge [F_{A^\pm} \wedge \cdot]]
\end{pmatrix};
\]

\( W^{2,2}(\Sigma) \oplus W^{1,2}(\Sigma) \to L^2(\Sigma) \oplus L^2(\Sigma) \).

of bounded symmetric operators. Note that \( C^\pm_{0,f} \) equals the perturbed Yang–Mills Hessian \( H_{A^\pm,f} \), augmented by a gauge-fixing condition, while \( C^\pm_{1,f} = C^\pm_f \). We claim that 0 is not an eigenvalue of \( C^\pm_{\tau,f} \), for every \( 0 \leq \tau \leq 1 \). To prove this claim, assume that \((\alpha, \psi)\) satisfies \( C^\pm_{\tau,f}(\alpha, \psi) = 0 \). Then it follows that

\[
H_{A^\pm,f} \alpha - d_{A^\pm} \psi + \tau * d_{A^\pm} [F_{A^\pm} \wedge \psi] = 0.
\]

Applying \( d^*_{A^\pm} \) to both sides of the last equation yields

\[
d^*_{A^\pm}d_{A^\pm} \psi - \tau d^*_{A^\pm} * d_{A^\pm} [F_{A^\pm} \wedge \psi] = 0.
\]
This follows because \( \text{im} \ H_{A^\pm,f} \subseteq \ker d_{A^\pm}^* \). Take the \( L^2 \)-inner product with \( \psi \) to obtain
\[
0 = \langle \psi, d_{A^\pm}^* d_{A^\pm} \psi - \tau d_{A^\pm}^* \ast d_{A^\pm} [\ast F_{A^\pm} \wedge \psi] \rangle \\
= \langle d_{A^\pm} \psi, d_{A^\pm} \psi \rangle - \tau \langle \psi, \ast d_{A^\pm} d_{A^\pm} [\ast F_{A^\pm} \wedge \psi] \rangle \\
= \langle d_{A^\pm} \psi, d_{A^\pm} \psi \rangle - \tau \langle \psi, \ast [F_{A^\pm} \wedge [\ast F_{A^\pm} \wedge \psi]] \rangle \\
= \| d_{A^\pm} \psi \|^2 + \tau \| [F_{A^\pm} \wedge \psi] \|^2.
\]

It follows that \( \psi = 0 \) because the connections \( A^\pm \) are irreducible. We hence conclude that \( H_{A^\pm,f} \alpha = 0 \) and that \( d_{A^\pm}^* \alpha - \tau [\ast F_{A^\pm} \wedge d_{A^\pm} \alpha] = 0 \). Because the perturbed Hessian \( H_{A^\pm,f} \) is nondegenerate it follows that \( \alpha = d_{A^\pm} \varphi \) for some \( \varphi \in \Omega^0(\Sigma, \text{ad}(P)) \). Then the second of these equations implies that
\[
0 = d_{A^\pm}^* d_{A^\pm} \varphi - \tau [\ast F_{A^\pm} \wedge d_{A^\pm} \varphi] \\
= d_{A^\pm}^* d_{A^\pm} \varphi - \tau [\ast F_{A^\pm} \wedge [F_{A^\pm} \wedge \varphi]],
\]
from which it follows as before, by taking the inner product with \( \varphi \) and using irreducibility of \( A^\pm \), that \( \varphi = 0 \) and hence also \( \alpha = 0 \). We now argue by continuity of the spectral flow of the operator family \( \tau \mapsto C_{\tau,f}^\pm \) that the (finite) number of negative eigenvalues of \( C_{\tau,f}^\pm \) does not change with \( \tau \). The statement of the lemma now follows because the total number of eigenvalue crossings of the operator family \( s \mapsto C_f, \; s \in \mathbb{R} \), equals the difference of the numbers of negative eigenvalues of \( C_f^- \) and \( C_f^+ \). By the preceding argumentation this difference is equal to the difference between the Morse indices of the augmented Yang–Mills Hessians at \( A^- \), respectively \( A^+ \), whence the first claim.

\[\square\]

\textbf{Fredholm property and index in the case} \( 1 < p < \infty \).

\textbf{Proof.} [\textbf{Theorem} 4 in the case \( 1 < p < \infty \)]. The assertion of the theorem in the general case is a consequence of the following standard line of arguments (cf. e.g. [30], Propositions 3.15–3.18) for details). We fix a constant \( \delta > 0 \) smaller than the modulus of any eigenvalue of the limiting operators \( B_f^\pm \). Such a choice is possible since these operators are by assumption nondegenerate.

\textbf{Step 1.} Let \( N \) be the vector space
\[
N = \{ \xi = (\alpha, v, \psi) \in C^\infty(\mathbb{R} \times \Sigma) \mid D_{(A,\omega,0)} \xi = 0, \exists c > 0 \forall s \in \mathbb{R} : \}
\|
\xi(s)||_{L^\infty(\Sigma)} + ||\partial_s \xi(s)||_{L^\infty(\Sigma)} + ||\nabla A \xi(s)||_{L^\infty(\Sigma)} \leq ce^{-\delta|s|}\}
\]
\( \text{Then ker}(D_{(A,\omega,0)} : \mathcal{W}^p \to L^p) = N \). In particular, this kernel is finite-dimensional and does not depend on \( p \).

By standard elliptic estimates, any solution of \( D_{(A,\omega,0)} \xi = 0 \) is smooth. Exponential decay in \( L^2(\Sigma) \) of any such \( \xi \) holds by (25). Elliptic bootstrapping arguments then show exponential decay in the form stated above. This
proves the inclusion \( \ker(D_{(A,\omega,0)} : \mathcal{W}^p \to \mathcal{L}^p) \subseteq N \). The opposite inclusion is clearly satisfied.

**Step 2.** Let \( N^* \) be the vector space

\[
N^* = \{ \eta \in C^\infty(\mathbb{R} \times \Sigma) \mid D^*_{(A,\omega,0)}\eta = 0, \exists c > 0 \forall s \in \mathbb{R} : \\
\|\eta(s)\|_{L^\infty(\Sigma)} + \|\partial_s \eta(s)\|_{L^\infty(\Sigma)} + \|\nabla_A \eta(s)\|_{L^\infty(\Sigma)} \leq ce^{-\delta|s|}. \}
\]

Then \( \text{coker}(D^*_{(A,\omega,0)} : \mathcal{W}^p \to \mathcal{L}^p) = N^* \). In particular, this cokernel is finite-dimensional and does not depend on \( p \).

The statement follows from Step 2 using the reflection \( s \mapsto -s \) under which \( D^*_{(A,\omega,0)} \) is mapped to \( -D_{(A,\omega,0)} \).

**Step 3.** The range of the operator \( D_{(A,\omega,0)} : \mathcal{W}^p \to \mathcal{L}^p \) is closed.

First, there exists a constant \( c = c(A,\omega,p) > 0 \) such that for any \( s_0 \in \mathbb{R} \) and the two intervals \( I_1 = (s_0 - 1, s_0 + 1) \) and \( I_2 = (s_0 - 2, s_0 + 2) \) the local elliptic estimate

\[
\|\xi\|_{W^{1,p}(I_1 \times \Sigma)} \leq c(\|D_{(A,\omega,0)}\xi\|_{L^p(I_2 \times \Sigma)} + \|\xi\|_{L^p(I_2 \times \Sigma)})
\]

is satisfied for all \( \xi \in W^{1,p}(I \times \Sigma) \). Second, for the two \( s \)-independent solutions \( (A^\pm,\omega^\pm,0) \) of (3) the operator \( D_{(A^\pm,\omega^\pm,0)} : W^{1,p}(Z^\pm) \to L^p(Z^\pm) \) has a bounded inverse. Here we let \( Z^\pm \) denote the half-infinite cylinders \( Z^- = (-\infty,0) \times \Sigma \), respectively \( Z^+ = (0,\infty) \times \Sigma \). By a standard cut-off function argument, both estimates can be combined into the further estimate

\[
\|\xi\|_{\mathcal{W}^p} \leq c(\|D_{(A,\omega,0)}\xi\|_{\mathcal{L}^p} + \|K\xi\|_{\mathcal{L}^p}),
\]

where \( K : \mathcal{W}^p \to \mathcal{L}^p \) is a suitable compact operator. The assertion now follows from the abstract closed range lemma, cf. [18] p. 14.

**Step 4.** We prove the theorem.

By the preceding steps, the operator \( D_{(A,\omega,0)} : \mathcal{W}^p \to \mathcal{L}^p \) is a Fredholm operator, its index being independent of \( p \). Hence the asserted index formula (7) follows from the one already established in the case \( p = 2 \).

4. **Compactness**

In this section we prove a compactness theorem for solutions of (3) of uniformly bounded energy. Let \( I \subseteq \mathbb{R} \) be an interval. For convenience we shall identify at several instances a path \( (A,\Psi) \in C^\infty(I,\mathcal{A}(P) \times \Omega^0(\Sigma,\text{ad}(P))) \) with the connection \( \mathcal{A} := A + \Psi ds \in \mathcal{A}(I \times P) \). Its curvature is

\[
F_{\mathcal{A}} = F_A + (\partial_s A + d_A \Psi) \wedge ds \in \Omega^2(I \times \Sigma,\text{ad}(I \times P)).
\]

We call a connection \( \mathcal{A}_1 \in \mathcal{A}(I \times P) \) to be in **local slice with respect to the reference connection** \( \mathcal{A} \) if the difference \( \mathcal{A}_1 - \mathcal{A} = \alpha + \psi ds \) satisfies

\[
d^*_\mathcal{A} (\alpha + \psi ds) = 0.
\]
This condition is equivalent to
\begin{equation}
\nabla_s \psi - d_A^* \alpha = 0,
\end{equation}
where we denote \( \nabla_s \psi := \partial_s \psi + [\Psi, \psi] \).

In the following we fix \((A_0, \omega_0, \Psi_0) \in \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P)) \times \Omega^0(\Sigma, \text{ad}(P))\) as a smooth reference point and denote \( \mathfrak{A}_0 := A_0 + \Psi_0 \, ds \) as a connection on \( I \times \Sigma \) whose components do not depend on the time-parameter \( s \). Let \((A, \omega, \Psi) = (A_0, \omega_0, \Psi_0) + \xi \) with \( \xi = (\alpha, v, \psi) \) be a smooth solution of (3) on \( I \times \Sigma \). We augment (3) with the local slice condition (15) relatively to the reference connection \( \mathfrak{A}_0 \). Expanding the thus obtained system of equations about \((A_0, \omega_0, \Psi_0)\) yields the equation
\begin{equation}
0 = \mathcal{F}(A_0, \omega_0, \Psi_0) + (\nabla_s + B_{(A_0, \omega_0, \Psi_0)}) \xi + Q_{\omega_0} \xi + (-X_f(A, \omega), Y_f(A, \omega), 0),
\end{equation}
where the linear operator \( B_{(A_0, \omega_0, \Psi_0)} \) has been defined in (6) and where we set
\[
\mathcal{F}(A_0, \omega_0, \Psi_0) := \begin{pmatrix}
\dot{A}_0 - d_{A_0} \Psi_0 - *d_{A_0} \omega_0 \\
\dot{\omega}_0 + [\Psi_0, \omega_0] - \omega_0 + *F_{A_0} \\
0
\end{pmatrix}
\]
and
\[
Q_{\omega_0} \begin{pmatrix}
\alpha \\
v \\
\psi
\end{pmatrix} := \begin{pmatrix}
-[\alpha \wedge \psi] - *[\alpha \wedge v] \\
[\psi, v] + \frac{1}{2} *[\alpha \wedge \alpha] \\
-* [\omega_0 \wedge *v]
\end{pmatrix}.
\]

We furthermore define the **gauge-invariant energy density** of the solution \((A, \omega, \Psi)\) of (3) to be the function
\begin{equation}
e(A, \omega, \Psi) := \frac{1}{2} (| * d_A \omega + d_A \Psi + X_f(A, \omega)|^2 + | * F_A - \omega + [\Psi, \omega] + Y_f(A, \omega)|^2): I \times \Sigma \to \mathbb{R}.
\end{equation}

**Proposition 10.** Let \( I \subseteq \mathbb{R} \) be a compact interval and \((A^\nu, \omega^\nu, 0)\) be a sequence of smooth solutions of Eq. (3) on \( I \times \Sigma \) in temporal gauge. Assume that there exists a constant \( C > 0 \) such that for \( e^\nu := e(A^\nu, \omega^\nu, 0) \)
\begin{equation}
\|e^\nu\|_{L^1(I \times \Sigma)} \leq C
\end{equation}
for all \( \nu \in \mathbb{N} \). Then there exists a subsequence, still denoted by \((A^\nu, \omega^\nu, 0)\), and a sequence of gauge transformations \( g^\nu \in \mathcal{G}(I \times P) \) such that the sequence \((g^\nu)^* (A^\nu, \omega^\nu, 0)\) converges in the \( C^k \) topology, for every \( k \in \mathbb{N}_0 \).

**Proof.** Combining (3) and (14) it follows that the curvature of the connection \( A^\nu := A^\nu + 0 \, ds \) \( A(I \times P) \) is
\[
F_{A^\nu} = F_{A^\nu} + (*d_{A^\nu} \omega^\nu + X_f(A^\nu, \omega^\nu)) \wedge ds.
\]
Assumption (18) together with the definition (17) of $e^{\nu}$ implies the uniform curvature bound
\[
\|F_{A^\nu}\|_{L^2(I \times \Sigma)} \leq \|F_{A^\nu} - \omega^\nu + Y_f(A^\nu, \omega^\nu)\|_{L^2(I \times \Sigma)} + \|\omega^\nu\|_{L^2(I \times \Sigma)} + \|Y_f(A^\nu, \omega^\nu)\|_{L^2(I \times \Sigma)} + \|d_{A^\nu} \omega^\nu + X_f(A^\nu, \omega^\nu)\|_{L^2(I \times \Sigma)} \leq C_1
\]
for some further constant $C_1$. The term $\|\omega^\nu\|_{L^2(I \times \Sigma)}$ is uniformly bounded as follows from Lemma 28 and 29. A standard estimate allows to uniformly bound the $L^2$-norm of $Y_f(A^\nu, \omega^\nu)$, cf. [21, Proposition D.1 (iii)]. Therefore the assumptions of Uhlenbeck’s weak compactness theorem (cf. [27, Theorem A]) are satisfied for the Sobolev exponent $p = 2$. It yields the existence of a sequence of gauge transformations $g^\nu \in \mathcal{G}^{2,p}(I \times P)$ such that after passing to a subsequence
\[
(g^\nu)^* A^\nu \rightharpoonup A^* = A^* + \Psi^* ds \quad (\nu \to \infty)
\]
weakly in $W^{1,2}(I \times \Sigma)$ for some limiting connection $A^* \in W^{1,2}(I \times \Sigma)$. Let $g_0 \in \mathcal{G}^{2,2}(I \times \Sigma)$ be a gauge transformation such that $\tilde{A}_0 := g_0^* A^*$ is in temporal gauge, i.e. of the form $\tilde{A}_0 = \tilde{A}_0 + 0 ds$. Let $\tilde{A}_0 = \tilde{A}_0 + 0 ds$ be a smooth connection $W^{1,2}$ close to $\tilde{A}_0$. Because the weakly convergent sequence $(g^\nu)^* A^\nu$ is bounded in $W^{1,2}$, this is also the case for the gauge transformed sequence $(g^\nu g_0)^* A^\nu$. Now the local slice theorem (cf. [27, Theorem F]) yields a further sequence $h^\nu$ of gauge transformations such that $(g^\nu g_0 h^\nu)^* A^\nu$ is a bounded sequence in $W^{1,2}$, which in addition is in local slice with respect to the reference connection $A_0$. Denoting $\alpha^\nu + \psi^\nu ds := (g^\nu g_0 h^\nu)^* A^\nu - \tilde{A}_0$ this means that
\[
d^*_A (\alpha^\nu + \psi^\nu ds) = d^*_A \alpha^\nu - \dot{\psi}^\nu = 0
\]
for all $\nu \in \mathbb{N}$. Differentiation of (3) with respect to $s$ shows that each $\omega^\nu$ satisfies
\[
0 = -\tilde{\omega}^\nu + \Delta_A \omega^\nu + \dot{\omega}^\nu + d_{A^\nu} X_f(A^\nu, \omega^\nu) - \partial_s Y_f(A^\nu, \omega^\nu).
\]
The uniform $L^2$-bound satisfied by $\omega^\nu$ together with ellipticity of the linear operator $-\frac{d^2}{ds^2} + \frac{d}{ds} + \Delta_A^\nu$ shows that the sequence $\omega^\nu$ is in fact uniformly bounded in $W^{2,2}$. This uses in addition that the terms $d_{A^\nu} X_f(A^\nu, \omega^\nu)$ and $\partial_s Y_f(A^\nu, \omega^\nu)$ are uniformly bounded in $L^2$ which follows from the estimates on holonomy perturbations in [21, Proposition D.1 (iv,vi)]. We now choose $\omega_0 \in \Omega^0(\Sigma, \text{ad}(P))$ for reference and set $\nu^\nu := \omega^\nu - \omega_0$. By (16) and (19) each $\xi^\nu$ satisfies the equation
\[
(\nabla_s + B(A_0, \omega_0, 0)) \xi^\nu = -\mathcal{F}(A_0, \omega_0, 0) - Q_{\omega_0} \xi^\nu + (X_f(A^\nu, \omega^\nu), -Y_f(A^\nu, \omega^\nu), 0).
\]
The last three terms on the right-hand side of this equation are uniformly bounded in $W^{1,2}(I \times \Sigma)$. Namely, the map $Q_{\omega_0} : W^{1,2}(I \times \Sigma) \to W^{1,2}(I \times \Sigma)$ maps bounded sets to bounded sets as follows from Sobolev multiplication and embedding theorems, and $\xi^\nu$ satisfies a uniform bound in $W^{1,2}(I \times \Sigma)$. The same holds true for the term $(X_f(A^\nu, \omega^\nu), -Y_f(A^\nu, \omega^\nu), 0)$ by a standard estimate, cf. [21, Proposition D.1 (vi)]. The statement of the proposition
now follows inductively from a bootstrap argument based on ellipticity of the linear operator \( \nabla_s + B_{(A_0, \omega_0, 0)} \). □

The following theorem states compactness of moduli spaces up to convergence to broken trajectories. The notion of \( a \)-regular perturbations is introduced in Definition 15 below. We refer to [6,2] for explanation of some of the subsequently used notations.

**Theorem 11.** Fix a number \( a > 0 \) and let \( f \) be an \( a \)-regular perturbation. Let \( A_\nu^- \) and \( A_\nu^+ \) be two sequences in \( \text{Crit}(\mathcal{J} + h_f) \) which converge uniformly to some critical point \( A^- \), respectively \( A^+ \) of \( \mathcal{J} + h_f \). Let \( (A_\nu^-, \omega_\nu^-, 0) \) be a sequence in \( \hat{\mathcal{M}}_f(A_\nu^-, A_\nu^+) \) with bounded energy

\[
\sup_{\nu}(\mathcal{J}(A_\nu^-, \omega_\nu^-, 0) + h_f(A_\nu^-, \omega_\nu^-)) < a.
\]

Then there is a subsequence, still denoted by \( (A_\nu^-, \omega_\nu^-, 0) \), finitely many critical points \( B_0 = A^- \), \( \ldots, B_\ell = A^+ \) in \( \text{Crit}^a(\mathcal{J} + h_f) \) and connecting trajectories \( (A_i, \omega_i, \Psi_i) \in \hat{\mathcal{M}}_f(B_i, B_{i+1}) \) for \( i = 0, \ldots, \ell - 1 \), such that \( (A_\nu^-, \omega_\nu^-) \) converges to the broken trajectory

\[
((A_0, \omega_0, \Psi_0), \ldots, (A_{\ell-1}, \omega_{\ell-1}, \Psi_{\ell-1}))
\]

in the following sense. For every \( i = 0, \ldots, \ell - 1 \) there is a sequences \( s_\nu^i \in \mathbb{R} \) and a sequence of gauge transformations \( g_\nu^i \in \mathcal{G}(\mathbb{R} \times \Sigma) \) such that the \( s \)-dilated sequence \( (g_\nu^i)^*(A_\nu^-(\cdot + s_\nu^i), \omega_\nu^-(\cdot + s_\nu^i), 0) \) converges uniformly to \( (A_i, \omega_i, \Psi_i) \) on compact subsets of \( \mathbb{R} \times \Sigma \).

**Proof.** We first note that our assumptions imply for every compact interval \( I \subseteq \mathbb{R} \) the existence of a constant \( C > 0 \) such that uniform energy bound \([18] \) is satisfied. This follows for \( I = \mathbb{R} \) (and hence for every subinterval \( I \)) from \([20] \) and the identity

\[
\int_{-\infty}^{\infty} \|e_\nu(s)\|_{L^2(\Sigma)}^2 \, ds = \mathcal{J}(A_\nu^-, \omega_\nu^-, 0) - \mathcal{J}(A_\nu^+, \omega_\nu^+, 0) + h_f(A_\nu^-, \omega_\nu^-) - h_f(A_\nu^+, \omega_\nu^+).
\]

Hence the restriction of \( (A_\nu^-, \omega_\nu^-) \) to each compact interval \( I \subseteq \mathbb{R} \) satisfies the assumptions of Proposition \([10] \). Therefore, after passing to a subsequence and modification by gauge transformations it follows that \( (A_\nu^-|_I, \omega_\nu^-|_I, 0) \) converges uniformly to a limit \( (A^*|_I, \omega^*|_I, \Psi^*|_I) \), which again satisfies Eq. \([3] \) on \( I \times \Sigma \). The remaining parts of the statement now follow from standard arguments, which e.g. can be found in [21, §7]. □

### 5. Exponential decay

Throughout we fix a constant \( a > 0 \).

**Proposition 12** (Stability of injectivity). Let \( h_f \) be an \( a \)-regular perturbation in the sense of Definition 15. Then there are positive constants \( \delta \)
and $c$ such that the following holds. Let $(A, \omega) \in \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P))$ with $\mathcal{J}(A, \omega) < a$ satisfy

\begin{equation}
\| * d_A \omega + X_f(A, \omega) \|_{L^\infty(\Sigma)} + \| * F_A - \omega + Y_f(A, \omega) \|_{L^\infty(\Sigma)} \leq \delta.
\end{equation}

Then for every $\xi = (\alpha, v, \psi)$ of class $C^1$, where $\alpha \in \Omega^1(\Sigma, \text{ad}(P))$ and $v, \psi \in \Omega^0(\Sigma, \text{ad}(P))$, it holds that

\begin{equation}
\| \xi \|^2_{L^2(\Sigma)} = \| \alpha \|^2_{L^2(\Sigma)} + \| v \|^2_{L^2(\Sigma)} + \| \psi \|^2_{L^2(\Sigma)}
\end{equation}

\begin{equation}
\leq c \left( \| * d_A v + d_A \psi - * [\omega \wedge \alpha] + dX_f(A, \omega)(\alpha, v) \|_{L^2(\Sigma)}^2 + \| * d_A \alpha - [\omega \wedge \psi] \|_{L^2(\Sigma)}^2 \right).
\end{equation}

(This estimate shows stable invertibility of the Hessian of the perturbed functional $\mathcal{J} + h_f$ near critical points, cf. [3]).

**Proof.** We assume by contradiction that there is $(A, \omega)$ as in the statement of the proposition but (22) fails to be true for every $c > 0$. Then there is a sequence $(A_\nu, \omega_\nu) \in \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P))$ and a nullsequence $\delta_\nu \to 0$ such that

\begin{equation}
\| * d_{A_\nu} \omega_\nu + X_f(A_\nu', \omega_\nu') \|_{L^\infty(\Sigma)} + \| * F_{A_\nu} - \omega_\nu + Y_f(A_\nu', \omega_\nu') \|_{L^\infty(\Sigma)} \leq \delta_\nu
\end{equation}

and inequality (22) does not hold for the constant $c_\nu = \nu$. For any $(A, \omega)$ we obtain from the definition of $\mathcal{J}$ and the Cauchy–Schwartz inequality that

$$
\frac{1}{2} \| \omega \|^2_{L^2(\Sigma)} = \mathcal{J}(A, \omega) - \int_\Sigma \langle * \omega \wedge (F_A - * \omega) \rangle
$$

\begin{equation}
\leq a + \frac{1}{4} \| \omega \|^2_{L^2(\Sigma)} + \| * \omega - F_A \|^2_{L^2(\Sigma)}.
\end{equation}

This inequality together with (21) shows that $\omega_\nu$ and $F_{A_\nu}$ are uniformly bounded in the $L^2$-norm. Again by (21), $d_{A_\nu} \omega_\nu = \nabla_{A_\nu} \omega_\nu$ is uniformly bounded in $L^\infty$. Hence altogether, the sequence $\omega_\nu$ is uniformly bounded in $W^{1, \infty}$. Furthermore, (21) shows that $F_{A_\nu}$ is uniformly bounded in $L^\infty$ and thus by Uhlenbeck’s weak compactness theorem (cf. [27 Theorem A]) we can assume that (after modifying by suitable gauge transformations) the sequence $(A_\nu)$ has a weakly convergent subsequence in $\mathcal{A}^{1,p}(P)$ for any fixed $2 < p < \infty$. Therefore, there is a subsequence of $(A_\nu, \omega_\nu)$ which converges weakly in $W^{1,p}$ and strongly in $C^0$ to a limit $(A_\ast, \omega_\ast)$. It follows from (23) that $(A_\ast, \omega_\ast)$ is a critical point of $\mathcal{J} + h_f$. Also, $\mathcal{J}(A_\ast, \omega_\ast) \leq a$. Hence (22) holds for $(A_\ast, \omega_\ast)$ and some constant $c > 0$, because the critical points below level $a$ are not degenerate. The existence of such a finite constant $c$ contradicts our above assumption. The assertion now follows. \qed

**Theorem 13.** Let $h_f$ be an $a$-regular perturbation in the sense of Definition 15. Then there exist positive constants $\delta$, $\delta_0$, and $c$ such that the following holds. Let $(A, \omega, \Psi)$ satisfy (3) on $\mathbb{R} \times \Sigma$ such that $\mathcal{J}(A(s), \omega(s)) < a$ for all $s \in \mathbb{R}$. Assume that there exists $s_0 > 0$ such that $(A, \omega, \Psi)$ satisfies

\begin{equation}
\| \partial_s A(s) - d_{A(s)} \Psi(s) \|_{L^\infty(\Sigma)} + \| \nabla_s \omega(s) \|_{L^\infty(\Sigma)} \leq \delta
\end{equation}

for $s \in [0, s_0]$. Then there exist positive constants $\delta_0$ and $c > 0$, such that

\begin{equation}
\| A(s) - A(s_0) \|_{L^\infty(\Sigma)} + \| \omega(s) - \omega(s_0) \|_{L^\infty(\Sigma)} + \| \Psi(s) - \Psi(s_0) \|_{L^\infty(\Sigma)} \leq \delta_0
\end{equation}

for all $s \in [0, s_0]$. Also, $\mathcal{J}(A(s), \omega(s))$ is uniformly bounded by $c$ for all $s \in [0, s_0]$. This is the desired $a$-regularity.
for all \(|s| > s_0\). Then for every \(\xi = (\alpha, v, \psi)\) of class \(C^2\), where \(\alpha(s) \in \Omega^1(\Sigma, \text{ad}(P))\) and \(v(s), \psi(s) \in \Omega^0(\Sigma, \text{ad}(P))\), which satisfies \(\mathcal{D}_{(A, \omega, \psi)}\xi = 0\) and does not diverge as \(s \to \pm \infty\), it follows that

\[
\|\xi(s)\|_{L^2(\Sigma)} \leq ce^{-\delta s}
\]

for all \(s > s_0\).

**Proof.** For fixed \(\xi = (\alpha, v, \psi)\) as in the assumptions let us consider the function

\[
f: \mathbb{R} \to \mathbb{R}, \quad s \mapsto \frac{1}{2}\left(\|\alpha(s)\|^2_{L^2(\Sigma)} + \|v(s)\|^2_{L^2(\Sigma)} + \|\psi(s)\|^2_{L^2(\Sigma)}\right).
\]

We claim that \(f\) satisfies the differential inequality

\[
f''(s) \geq \delta^2 f(s)
\]

for a constant \(\delta > 0\) and all \(s \geq 1\). Assuming this claim for a moment it implies that \(f\) decays exponentially as \(s \to \pm \infty\). Namely, since for \(s \geq 1\)

\[
\frac{d}{ds} \left(e^{-\delta s} (f'(s) + \delta f(s))\right) = e^{-\delta s} (f''(s) - \delta^2 f(s)) \geq 0,
\]

it follows that \(f'(s) + \delta f(s) < 0\). Otherwise the function \(s \mapsto e^{-\delta s} (f'(s) + \delta f(s))\) would for some \(s_0 \geq 1\) be nonnegative. Since it is increasing it would then be nonnegative for all \(s \geq s_0\). Thus, since \(f(s)\) is by assumption bounded, \(s \mapsto e^{-\delta s} f(s)\) would decrease and hence \(f'(s)\) increase for \(s \geq s_0\) sufficiently large. Therefore \(f(s)\) would be unbounded which is a contradiction and hence \(f'(s) + \delta f(s) < 0\). Therefore, if the function \(f\) satisfies (26), then

\[
f(s) \leq c_1 e^{-\delta s}
\]

for a suitable constant \(c_1 > 0\). We now prove (26). Differentiating \(f\) twice with respect to \(s\), we obtain

\[
f'' = \|\nabla s_\alpha\|^2_{L^2(\Sigma)} + \|\nabla s_v\|^2_{L^2(\Sigma)} + \|\nabla s_\psi\|^2_{L^2(\Sigma)} + \langle \alpha, \nabla^2 s_\alpha \rangle + \langle v, \nabla^2 s_v \rangle + \langle \psi, \nabla^2 s_\psi \rangle
\]

\[
\geq \|\nabla s_\alpha\|^2_{L^2(\Sigma)} + \|\nabla s_v\|^2_{L^2(\Sigma)} + \|\nabla s_\psi\|^2_{L^2(\Sigma)} + \frac{1}{2} \|d_A^* \alpha - [\omega \wedge v]\|^2_{L^2(\Sigma)}
\]

\[
+ \frac{1}{2} \|d_A \alpha - v - [\omega \wedge \psi]\|_{L^2(\Sigma)} + \frac{1}{2} \|d_A^* v + d_A \psi + dX - [\omega \wedge \alpha]\|^2_{L^2(\Sigma)}
\]

\[
- c_0 \left(\|\alpha\|^2_{L^2(\Sigma)} + \|\alpha\|^2_{L^2(\Sigma)} + \|\psi\|^2_{L^2(\Sigma)}\right),
\]

where the second equality follows from the computation below. To obtain the desired inequality (26), we apply (22) after choosing \(\delta > 0\) still smaller if necessary. For abbreviation we set

\[dX := d_X f(A, \omega)(\alpha, v)\quad \text{and} \quad d\hat{X} = \nabla_s (dX) - d_X f(A, \omega)(\dot{\alpha}, \dot{v})\]
(and likewise for \(dY_f(A,\omega)(\alpha, v)\)) in the following calculation. Using at
several places the assumption that \(D_{(A,\omega,\Psi)}\xi = 0\), we compute

\[
\langle \alpha, \nabla_s^2 \alpha \rangle + \langle v, \nabla_s^2 v \rangle + \langle \psi, \nabla_s^2 \psi \rangle
\]
\[
= \langle \alpha, \nabla_s (\mathbb{I} [ \omega \wedge \alpha ] + \mathbb{I} d_A v + d_A \psi + dX) \rangle
\]
\[
+ \langle v, \nabla_s (\mathbb{I} - d_A \alpha + v + [\omega \wedge \psi] - dY) \rangle + \langle \psi, \nabla_s (d_A^2 \alpha - \mathbb{I} [\omega \wedge \mathbb{I} v]) \rangle
\]
\[
= \langle \alpha, *d_A \nabla_s v + [\nabla_s, *d_A] v \rangle + \langle \alpha, d_A \nabla_s \psi + [\nabla_s, d_A] \psi \rangle
\]
\[
- \langle \alpha, [\nabla_s \omega \wedge \alpha] + [\omega \wedge \nabla_s \alpha] \rangle + \langle \alpha, \nabla_s dX \rangle
\]
\[
+ \langle v, \nabla_s v \rangle + \langle v, [\nabla_s \omega \wedge \psi] + [\omega \wedge \nabla_s \psi] \rangle + \langle v, \nabla_s dY \rangle
\]
\[
+ \langle \psi, *d_A \nabla_s \alpha - \mathbb{I} [\nabla_s \omega \wedge \mathbb{I} v] + [\omega \wedge \mathbb{I} \nabla_s \psi] \rangle
\]
\[
= \| *d_A \alpha - \mathbb{I} [\omega \wedge \alpha] + dX \|^2 + \| *d_A \alpha - \mathbb{I} [\omega \wedge \psi] + dY \|^2
\]
\[
+ \| d_A^2 \alpha - \mathbb{I} [\omega \wedge v] \|^2 + \langle \alpha, \mathbb{I} \rangle + \langle \alpha, \mathbb{I} \rangle
\]
\[
+ \langle \alpha, [\nabla_s, \mathbb{I} d_A] v \rangle - \langle \psi, \mathbb{I} [\nabla_s, \mathbb{I} d_A] \alpha \rangle + \langle \alpha, [\nabla_s, \mathbb{I} d_A] \psi \rangle - \langle \psi, [\nabla_s, \mathbb{I} d_A] \alpha \rangle
\]
\[
- \langle \alpha, [\nabla_s \omega \wedge \alpha] \rangle - \langle \psi, [\nabla_s \omega \wedge \mathbb{I} v] \rangle + \langle \alpha, [\nabla_s \omega \wedge \psi] \rangle + \langle \alpha, [\nabla_s \omega \wedge \psi] \rangle
\]

Note that the terms appearing in the last three lines are bilinear expressions
in \(\alpha, v\) or \(\psi\), which with the help of (24) can be bounded through

\[
c\delta \left( \| \alpha \|_{L^2(\Sigma)}^2 + \| v \|_{L^2(\Sigma)}^2 + \| \psi \|_{L^2(\Sigma)}^2 \right)
\]

for some universal constant \(c\). This completes the proof of inequality (27).

Thus, choosing \(\delta\) still smaller if necessary we conclude that

\[
f''(s) \geq \delta^2 \left( \| \alpha \|_{L^2(\Sigma)}^2 + \| v \|_{L^2(\Sigma)}^2 + \| \psi \|_{L^2(\Sigma)}^2 \right) = \delta^2 f(s),
\]

and thus the claimed exponential convergence follows. \(\square\)

We can now state and prove the main result of this section.

**Theorem 14** (Exponential decay). For a constant \(a > 0\), let \(h \xi\) be an
a-regular perturbation of \(\mathcal{F}\). Let \((A, \omega, \Psi)\) be a smooth solution of \((39)\) on \(\mathbb{R} \times \Sigma\)
such that \(\limsup_{s \to \infty} J(A(s), \omega(s), \Psi(s)) < a\) and suppose that

\[
\int_{\mathbb{R}} \int_{\Sigma} |\partial_s A(s, z), \partial_s \omega(s, z), \partial_s \Psi(s, z)|^2 \, d\text{vol}_\Sigma \, ds < \infty.
\]
Then there are critical points \((A^\pm, \omega^\pm)\) of \(J + h_\ell\) such that \((A(s), \omega(s), \Psi(s))\) converges to \((A^\pm, \omega^\pm, 0)\) as \(s \to \pm \infty\). Moreover, there are constants \(\delta > 0\) and \(C_k, k \in \mathbb{N}_0\), such that
\[
\|(A^\pm - A(s), \omega^\pm - \omega(s))\|_{C^k([s-1,s+1] \times \Sigma)} \leq C_k e^{-\delta|s|}
\]
for every \(|s| \geq 1\) and \(k \in \mathbb{N}_0\).

Proof. We first verify that \((A, \omega, \Psi)\) meets the assumptions of Theorem 13. Let some constant \(\tilde{\delta}\) be given. Then (29) implies that for any \(\delta > 0\) there exists \(s_0 > 0\) such that for all \(|s| \geq s_0\)
\[
\|e(A, \omega, \Psi)\|_{L^1([s-1,s+1] \times \Sigma)} = \frac{1}{2} \|\langle \partial_s A, \partial_s \omega, \partial_s \Psi \rangle\|_{L^2([s-1,s+1] \times \Sigma)} \leq \delta,
\]
where \(e(A, \omega, \Psi)\) denotes the gauge-invariant energy density as defined in (17). Lemma 27 now yields the estimate
\[
\|e(A(s), \omega(s), \Psi(s))\|_{L^\infty(\Sigma)} \leq C\delta,
\]
for every \(|s| \geq s_0\) and some constant \(C > 0\) which only depends on \(\Sigma\). Therefore assumption (24) of Theorem 13 is satisfied. We apply this theorem to \(\xi = (\partial_s A, \partial_s \omega, \partial_s \Psi)\). This yields existence of the integral
\[
(A^\pm, \omega^\pm, \Psi^\pm) := (A(s_0), \omega(s_0)) + \int_{s_0}^{\pm \infty} (\partial_s A, \partial_s \omega, \partial_s \Psi) \, ds
\]
and exponential convergence in \(L^2\) of \((A(s), \omega(s), \Psi(s))\) to \((A^\pm, \omega^\pm, \Psi^\pm)\) as \(s \to \pm \infty\). After applying a suitable time-dependent gauge transformation we may assume that \(\Psi^\pm = 0\). The claimed exponential convergence with respect to the \(C^k\) norm for any \(k \geq 0\) may now be obtained by standard bootstrapping arguments. \(\Box\)

6. Transversality

6.1. Holonomy perturbations. To achieve transversality we introduce a perturbation scheme based on so-called holonomy perturbations. Such perturbations have been used in similar situations, cf. [6, 10, 21, 25]. We adapt the construction of holonomy perturbations as carried out in [21, Appendix D] slightly in order to make it well suited in the situation at hand.

In the following it will be convenient to identify the pair \((A, \omega) \in \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P))\) with the connection \(\tilde{A} := A + \omega \, dt\) on the principal \(G\)-bundle \(P \times S^1\) over \(\Sigma \times S^1\). We point out that both components \(A\) and \(\omega\) of \(\tilde{A}\) do not depend on the second coordinate \(t \in S^1\). We let \(\mathcal{A}(P) \subseteq \mathcal{A}(P \times S^1)\) denote the set of such connections. The diagonal action of \(\mathcal{G}(P)\) on \(\mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P))\) induces an action on \(\tilde{A}(P)\) given by \(g^*A = g^*A + g^{-1} \omega g \, dt\). Let \(\mathbb{D} \subseteq \mathbb{C}\) denote the closed unit disk. For an integer \(m \geq 1\) let \(\Gamma_m\) denote the set of sequences \(\gamma = (\gamma_1, \ldots, \gamma_m)\) of orientation preserving embeddings \(\gamma_i: S^1 \times \mathbb{D} \to \Sigma \times S^1\). Every \(\gamma \in \Gamma_m\) gives rise to a map
\[
\rho = (\rho_1, \ldots, \rho_m): \mathbb{D} \times \tilde{A}(P) \to G^m,
\]
where $\rho_i(z, A)$ is the holonomy of the connection $A \in \tilde{A}(P)$ along the loop $\theta \mapsto \gamma_i(\theta, z)$. Let $\mathcal{F}_m$ denote the space of real-valued smooth functions on $\mathbb{D} \times G^m$ invariant under the diagonal action by simultaneous conjugation of $G$ on $G^m$. Each pair $(\gamma, f) \in \Gamma_m \times \mathcal{F}_m$ determines a smooth function $h_f: \tilde{A}(P) \to \mathbb{R}$ by

$$h_f(A) := \int_{\mathbb{D}} f(z, \rho(z, A)) \, dz. \tag{30}$$

The integrand is by construction invariant under the action of $G(P)$ (in fact of the larger group $G(P \times S^1)$) on the argument $A$. By the Riesz representation theorem, the differential $dh_f(A)(\alpha + v \, dt)$ in direction of $\alpha + v \, dt \in T_A \tilde{A}(P)$ can be written in the form

$$dh_f(A)(\alpha + v \, dt) = \int_{\Sigma} \langle -X_f(A) \wedge *\alpha \rangle + \langle Y_f(A) \wedge *v \rangle \tag{31}$$

for uniquely defined $(X_f(A), Y_f(A)) \in \Omega^1(\Sigma, \text{ad}(P)) \times \Omega^0(\Sigma, \text{ad}(P))$. (For later convenience, we put a minus sign in front of $X_f(A)$.) We define the perturbed elliptic Yang–Mills flow to be the system of equations

$$\begin{aligned}
0 &= \partial_s A - d_A \Psi - *d_A \omega - X_f(A), \\
0 &= \partial_s \omega + [\Psi, \omega] - \omega + *F_A + Y_f(A).
\end{aligned} \tag{32}$$

Equations (32) are invariant under the action of time-dependent gauge transformations in $G(P)$. Since in the following all statements are formulated in a gauge-invariant way we may always assume that $\Psi = 0$.

### 6.2. Perturbed critical point equation.

The above defined class of holonomy perturbations will turn out to be large enough to achieve surjectivity of the linearized operators $\mathcal{D}_{(A, \omega, \Psi)}$ along connecting trajectories $(A, \omega, \Psi)$. However, in order to achieve nondegeneracy of critical points of the perturbed functional $\mathcal{J} + h_f$ it is sufficient to work with the more restricted class of holonomy perturbations which depend on $A$ (but not on $\omega$). Such perturbations are maps $h_f: A(P) \to \mathbb{R}$ defined as in (30) where we set $A := A + 0 \, dt$. In this case the (negative of the) gradient of $h_f$ at $A$ is the uniquely defined $X_f(A) \in \Omega^1(\Sigma, \text{ad}(P))$ such that

$$dh_f(A)(\alpha) = \int_{\Sigma} \langle -X_f(A) \wedge *\alpha \rangle \tag{33}$$

for all $\alpha \in \Omega^1(\Sigma, \text{ad}(P))$. Critical points of the thus perturbed elliptic Yang–Mills functional $\mathcal{J} + h_f$ are solutions $(A, \omega)$ of the system of equations

$$\begin{aligned}
0 &= *d_A \omega + X_f(A), \\
0 &= *F_A - \omega. \tag{34}
\end{aligned}$$

The set of critical points of the functional $\mathcal{J} + h_f$ is denoted by $\text{Crit}(\mathcal{J} + h_f)$. For $a > 0$ we also set

$$\text{Crit}^a(\mathcal{J} + h_f) := \{(A, \omega) \in \text{Crit}(\mathcal{J} + h_f) \mid \mathcal{J}(A, \omega) < a\}.$$
We define the linear operator $H^{\mathcal{J},f}_{(A,\omega)}: W^{1,p}(\Sigma) \to L^p(\Sigma)$ to be the Hessian at $(A,\omega)$ of the perturbed functional $\mathcal{J} + h_f$, i.e.

$$H^{\mathcal{J},f}_{(A,\omega)}(\alpha, v) = (*d_A v - *[\omega \wedge \alpha] + dX_f(A)\alpha, *d_A \alpha - v).$$

Note that the previously defined operator $B_{(A,\omega,0)}$ (cf. [6]) is the Hessian $H^{\mathcal{J},0}_{(A,\omega)}$ considered here, augmented by a gauge-fixing condition. Associated with each $(A,\omega) \in \text{Crit}(\mathcal{J} + h_f)$ is the twisted de Rham complex

$$\Omega^0(\Sigma, \text{ad}(P)) \xrightarrow{(d_A, [\omega \wedge \cdot])} \Omega^1(\Sigma, \text{ad}(P)) \oplus \Omega^0(\Sigma, \text{ad}(P))$$

The first operator in this complex is the infinitesimal action of the group $\mathcal{G}(P)$ at $(A,\omega)$. Let

$$H^0_{(A,\omega)} := \ker(d_A, [\omega \wedge \cdot]), \quad H^1_{(A,\omega,f)} := \frac{\ker H^{\mathcal{J},f}_{(A,\omega)}}{\text{im}(d_A, [\omega \wedge \cdot])}$$

be the cohomology groups arising from that complex. We call a critical point $(A,\omega) \in \text{Crit}(\mathcal{J} + h_f)$ irreducible if $H^0_{(A,\omega)} = 0$. It is called nondegenerate if $H^1_{(A,\omega,f)} = 0$.

6.3. Transversality theorem. Throughout this section we fix a number $a > 0$.

**Definition 15.** Let $m \in \mathbb{N}$. A pair $(\gamma, f) \in \Gamma_m \times \mathcal{F}_m$ is called $a$-regular if the following two conditions are satisfied.

(i) Every critical point $\mathcal{A} = (A,\omega) \in \text{Crit}^a(\mathcal{J} + h_f)$ is irreducible and non-degenerate.

(ii) Let $\mathcal{A} = (A,\omega): \mathbb{R} \to \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P))$ be a solution of Eq. (32) such that $\lim_{s \to \pm \infty}(A(s),\omega(s)) = (A^\pm, \omega^\pm)$ for a pair $(A^\pm, \omega^\pm) \in \text{Crit}^a(\mathcal{J} + h_f)$.

Then the operator $D_{(A,\omega,0)}$ defined in [6] is surjective (for every $p > 1$).

For $\gamma \in \Gamma_m$ we denote by $\mathcal{F}^a_{\text{reg}}(\gamma)$ the set of maps $f \in \mathcal{F}_m$ such that $(\gamma, f)$ is $a$-regular.

We now proceed in two steps. We first show that nondegeneracy of critical points in the sense of Definition 15 (i) can be achieved by adding to $\mathcal{J}$ a perturbation $h_f$ which depends only on $A$. Thereafter we show that there exists an $a$-regular perturbation $h_f'$ (which now may depend on $(A,\omega)$) close to $h_f$ such that $\text{Crit}^a(\mathcal{J} + h_f') = \text{Crit}^a(\mathcal{J} + h_f)$. To be able to formulate our transversality theorems it is necessary to first introduce a family of seminorms on the space of perturbations. Here we follow again closely [21] and define for any $k \geq 1$ and perturbation $f$ the $k$-seminorm of $X_f$ as

$$\|X_f\|_k := \sup_{\mathcal{A} \in \mathcal{A}(P)} \left( \frac{\|X_f(\mathcal{A})\|_{C^k}}{1 + \|\mathcal{A}\|_{C^k}} + \sup_{\alpha + v dt \in T_\mathcal{A} \mathcal{A}(P)} \frac{\|dX_f(\mathcal{A})(\alpha + v dt)\|_{C^{k-1}}}{\|\alpha + v dt\|_{C^{k-1}}(1 + \|\mathcal{A}\|_{C^{k-1}})^{k-1}} \right).$$
A $k$-seminorm for $Y_f$ is defined analogously. In the case where $X_f$ depends only on $A$ (and not on $\omega$), we modify the definition of $\|X_f\|_k$ accordingly.

**Theorem 16.** Let $(\gamma_0, f_0) \in \Gamma_{m_0} \times \mathcal{F}_{m_0}$ be such that every critical point of $J + h_{f_0}$ in the sublevel set of $a$ is irreducible. Then, for every $k \geq 1$ and $\varepsilon > 0$, there exists $n \in \mathbb{N}$ and a pair $(\gamma, f) \in \Gamma_n \times \mathcal{F}_n$ that satisfies condition (i) in Definition 15 and such that $\|X_f - X_{f_0}\|_k < \varepsilon$.

**Proof.** We split the proof into five steps.

**Step 1.** Assume the connection $A \in \mathcal{A}(P)$ is irreducible. Let $h_f: \mathcal{A}(P) \to \mathbb{R}$ be a perturbation such that the kernel of the perturbed Yang–Mills Hessian $H_{A,f}$ equals $\ker(\mathcal{A}(P) \to \mathcal{A}(P))$. Then $h_f$ satisfies condition (i) in Definition 15.

It suffices to show that the assumptions imply that the operator $B_{f,0}$ as defined in Proposition 5 is injective. By Proposition 7 applied with $\lambda = 0$, injectivity of $B_{f,0}$ is equivalent to injectivity of the operator $C_{f,0} = C_f$. Since $(A, \omega) \in \text{Crit}^0(J + h_f)$ and therefore $\omega = *F_A$, the operator $C_f$ takes the form of the operators $C_f^\pm$ considered in the proof of Lemma 9. But for these injectivity has been shown under the same assumptions we made here, and hence the claim follows.

**Step 2.** Let $(\gamma_0, f_0) \in \Gamma_{m_0} \times \mathcal{F}_{m_0}$ satisfy the assumptions of the theorem. Then there exists $m > m_0$ and $\gamma \in \Gamma_m$ with $\gamma_i = \gamma_0i$ for $i = 1, \ldots, m_0$ such that the following condition is satisfied. Let

$$\sigma(A) := \rho(0,A) = (\rho_1(0,A), \ldots, \rho_m(0,A)) \in G^m.$$  

Then for every critical point $(A, \omega) \in \text{Crit}^0(J + h_f)$ and every nonzero $\alpha \in \ker H_{A,f_0}$ such that $d_A^* \alpha = 0$, it follows that $[d\sigma(A)\alpha] \in T_{[\sigma(A)]}(G^m/G)$ is nonzero.

For any fixed nonzero $\alpha \in \ker H_{A,f_0}$ such that $d_A^* \alpha = 0$ it follows from statement (ii) in Proposition 18 that we can extend $\gamma_0$ to $\gamma$ such that $[d\sigma(A)\alpha] \neq 0$. Because the latter property is open it remains satisfied for all $\alpha'$ sufficiently close to $\alpha$. Elliptic theory implies that the unit sphere in $\ker H_{A,f_0}|_{\ker d_A^*}$ is compact. A standard compactness argument now completes the proof of the claim.

**Step 3.** Let $m \in \mathbb{N}$ and $(\gamma, f) \in \Gamma_m \times \mathcal{F}_m$. Fix a number $p > 1$ and let $q > 1$ with $p^{-1} + q^{-1} = 1$ denote the Sobolev exponent dual to $p$. Then surjectivity of the operator $H_{A,f}: W^{1,p}(\Sigma) \to L^p(\Sigma)$ is equivalent to the vanishing of every $\beta \in L^q(\Sigma)$ with the property that $\beta \in \ker H_{A,f}^*$ and

$$(35) \quad \int_{\Sigma} (X_f(A) \wedge *\beta) = 0.$$  

As follows from standard arguments, the range of $H_{A,f}$ is closed. Then surjectivity of $H_{A,f}$ is equivalent to injectivity of its dual operator, whence the claim.
Step 4. Let \((\gamma_0, f_0)\) and \(m > m_0\) be as in Step 3. For \(k \in \mathbb{N}\) we denote

\[
\mathcal{F}_m^k := C^{k+1}(\mathbb{R} \times G^m)^G
\]

and consider the linear operator

\[
W^{1,p}(\Sigma) \times \mathcal{F}_m^k \to L^p(\Sigma): (\alpha, f) \mapsto H_{A,f} \alpha + X_f(A).
\]

Then for every \(k \in \mathbb{N}\) there exists \(\varepsilon > 0\) such that for all \(f \in \mathcal{F}_m\) with \(\|X_{f_0} - X_f\|_k < \varepsilon\) and for all \((A, \omega) \in \text{Crit}^a(\mathcal{J} + h_f)\) the operator in (36) is surjective.

We first verify the claim for \(f = f_0\). Assume by contradiction that there exists \((A, \omega) \in \text{Crit}^a(\mathcal{J} + h_{f_0})\) such that the operator in (36) is not surjective. Then by Step 3 there exists \(\beta \neq 0\) in \(L^p(\Sigma)\) which satisfies \(\beta \in \ker H_{A,f_0}^*\) as well as (35). It follows from Step 2 that \([d\sigma(A)]\beta \neq 0\) in \(T_{[\sigma(A)]} G^m / G\). This implies that the map \(r \mapsto [\rho(0, A + r\beta)]\) is an embedding of a sufficiently small neighbourhood of zero. Therefore there exists a map \(\hat{f} \in \mathcal{F}_m^k\) such that

\[
\hat{f}(z, \rho(z, A + r\beta)) = r\chi(r)\chi(|z|)
\]

is satisfied for all \(r \in \mathbb{R}\) and all \(z \in \mathbb{D}\). Here \(\chi: \mathbb{R} \to [0, 1]\) is a suitably chosen smooth cutoff function such that \(\chi\) equals 1 near 0 and \(\text{supp} \chi\) is contained in a sufficiently small neighbourhood of 0. It follows that

\[
\left. \frac{d}{dr} \right|_{r=0} \int_{\mathbb{D}} \hat{f}(z, \rho(z, A + r\beta)) d^2z = \int_{\mathbb{D}} \chi(|z|) d^2z > 0.
\]

This inequality contradicts Eq. (35). The claim in the case \(f = f_0\) follows. Because surjectivity is an open condition and the set \(\text{Crit}^a(\mathcal{J} + h_{f_0}) / G(P)\) is compact it follows that the operator in (36) is surjective for all \(f \in \mathcal{F}_m\) such that \(\|X_f - X_{f_0}\|_k\) is sufficiently small.

Step 5. We prove the theorem.

We first claim that for every \(k \in \mathbb{N}\) there exists \(\varepsilon > 0\) such that

\[
\mathcal{M}^*(\mathcal{F}_m^{k,\varepsilon}) := \{(A, f) \in \mathcal{A}(P) \times \mathcal{F}_m \mid d_A^* F_A + X_f(A) = 0, \mathcal{J}(A, *F_A) < a, \|X_f - X_{f_0}\|_k < \varepsilon\}
\]

is a \(C^k\)-Banach manifold. Namely, the linearization of the equation \(d_A^* F_A + X_f(A) = 0\) at each \((A, f) \in \mathcal{M}^*(\mathcal{F}_m^{k,\varepsilon})\) is a surjective operator as was shown in Step 4. It is Fredholm by standard arguments. Therefore the infinite-dimensional version of the implicit function theorem proves the claim. It follows that the projection map \(\pi: \mathcal{M}^*(\mathcal{F}_m^{k,\varepsilon}) \to \mathcal{F}_m^{k,\varepsilon}\) is a \(C^k\)-Fredholm map between \(C^k\)-Banach manifolds. The Fredholm index of its linearization \(d\pi(A, f)\) is zero for all \((A, f) \in \mathcal{M}^*(\mathcal{F}_m^{k,\varepsilon})\). Hence the Sard–Smale theorem applies and shows that the set of regular values of \(\pi\) is dense in \(\mathcal{F}_m^{k,\varepsilon}\). For each such regular value \(f\) and every \(A \in \pi^{-1}(f)\) it follows from surjectivity of the operator in (36) and since each \(d\pi(A, f)\) has Fredholm index equal to zero that the perturbed Hessian \(H_{A,f}\) is surjective. This shows that \(H_{A,f}^1(\mathcal{A}(A,f)) = 0\) for all \((A, \omega) \in \text{Crit}^a(\mathcal{J} + h_f)\). Because irreducibility of connections is an
open condition we also have that $H^0_{(A,\omega)} = 0$ for all such $(A,\omega)$ after choosing $\varepsilon > 0$ still smaller if necessary. That in fact $f$ can be chosen to be smooth follows from a density argument as in [21, Theorem 8.3]. This completes the proof of Theorem 16. \hfill \Box

Theorem 17. Let $(\gamma_0, f_0) \in \Gamma_{m_0} \times \mathcal{F}_{m_0}$ be the perturbation as in the conclusion of Theorem 16 (which was named $(\gamma, f)$ there). Then for every $k \geq 1$ and $\varepsilon > 0$ there exists $m \geq 1$ and an $a$-regular pair $(\gamma_1, f_1) \in \Gamma_m \times \mathcal{F}_m$ which satisfies

\begin{align}
(37) \quad \text{Crit}^a(J + h_{f_0}) &= \text{Crit}^a(J + h_{f_0} + h_{f_1}), \\
(38) \quad (A, \omega) \in \text{Crit}^a(J + h_{f_0}) \quad \Longrightarrow \quad h_{f_1}(A, \omega) = 0, \\
(39) \quad \|X_{f_1}\|_k < \varepsilon.
\end{align}

Proof. We proceed in three steps. At several places we identify $(A, \omega)$ with $A = A + \omega dt$ as explained above.

Step 1. There exists $m \geq m_0$ and $\gamma \in \Gamma_m$ with $\gamma_i = \gamma_{0i}$ for $i = 1, \ldots, m_0$ such that the following condition is satisfied. Let

\[ \sigma(A) := \rho(0, A) = (\rho_1(0, A), \ldots, \rho_m(0, A)) \in G^m. \]

For every pair of distinct critical points $(A^\pm, \omega^\pm) \in \text{Crit}^a(J + h_{f_0})$ and every $(A, \omega, 0) \in \tilde{M}_{f_0}(A^-, \omega^-, A^+, \omega^+) \ (\text{cf.} \ [4] \ \text{for notation})$ there is $s_0 \in \mathbb{R}$ such that the following holds. First,

\[ (40) \quad \sigma(A(s_0)) \notin \{\sigma(A) \mid A = A + \omega dt, (A, \omega) \in \text{Crit}^a(J + h_{f_0})\}. \]

Second, for every nonzero $\eta \in \ker \mathcal{D}_{(A,\omega,0)}^*$ it follows that $[d\sigma(A(s_0))\partial_sA(s_0)]$ and $[d\sigma(A(s_0))\eta(s_0)]$ are linearly independent vectors in $T_{[\sigma(A(s_0))]}G^m/G$.

Fix $s_0 \in \mathbb{R}$ such that the connection $A(s_0)$ is irreducible. Such a choice of $s_0$ is possible because the limit connections $(A^\pm, \omega^\pm)$ are irreducible by assumption. Since $(A^+, \omega^+)$ and $(A^-, \omega^-)$ are distinct it follows that $(J + h_{f_0})(A^-, \omega^-) < (J + h_{f_0})(A(s_0)) < (J + h_{f_0})(A^+, \omega^+)$. Therefore $A(s_0)$ is not gauge equivalent to $(A^+, \omega^+)$ or to $(A^-, \omega^-)$. It then follows from Proposition 18 (i) that there exist $m \geq m_0$ and $\gamma \in \Gamma_m$ as required and such that (40) holds. Furthermore, it follows from statement (ii) in Proposition 18 that we can choose $m \in \mathbb{N}$ and $\gamma \in \Gamma_m$ such that in addition $d\sigma(A(s_0))\partial_sA(s_0) \notin V$. Here we let

\[ V := \{(\xi\sigma_i(A(s_0)) - \sigma_i(A(s_0))\xi)_{i=1,\ldots,m} \mid \xi \in g\} \]

denote the tangent space at $(\sigma_i(A(s_0)))_{i=1,\ldots,m}$ to its $G$-orbit by simultaneous conjugation. It follows that $\delta := \inf_{v \in V} \|d\sigma(A(s_0))\partial_sA(s_0) - v\| > 0$. By compactness of the unit sphere in $\ker \mathcal{D}_{(A,\omega,0)}^*$ it suffices to prove the claim for each fixed nonzero $\eta \in \ker \mathcal{D}_{(A,\omega,0)}^*$. Note that $\eta(s_0) \neq 0$ by a unique continuation argument. By definition of the constant $\delta$ it follows that

\[ (41) \quad d\sigma(A(s_0))(\eta(s_0) + \lambda\partial_sA(s_0)) \notin V \]
for all $|\lambda| > c := \delta^{-1}||d\sigma(A(s_0))\eta(s_0)||$. Hence for this range of $\lambda$ we see that $[d\sigma(A(s_0))(\eta(s_0) + \lambda\partial_s A(s_0))] \neq 0$ in $T_{\sigma(A(s_0))}(G^m/G)$. To also show this property for $|\lambda| \leq c$ it suffices to prove it for any fixed such $\lambda$ by openness of the condition \sbox{condition}{[41]} and compactness of the interval $[-c, c]$. We fix an arbitrary $\lambda \in [-c, c]$. Because $\eta(s_0) \neq 0$ and $\partial_s A(s_0) \neq 0$ it follows from Proposition \sbox{proposition}{[19]} that $\eta(s_0)$ and $\partial_s A(s_0)$ are linearly independent, and hence $\eta(s_0) + \lambda\partial_s A(s_0) \neq 0$. Again by Proposition \sbox{proposition}{[19]} it follows that

$$d_A^*(\eta(s_0) + \lambda\partial_s A(s_0)) = 0.$$ 

Thus Proposition \sbox{proposition}{[18]} yields the existence of a number $m_1 \geq m$ and a suitable tuple $(\gamma_1, \ldots, \gamma_{m_1}) \in \Gamma_{m_1}$ of embedded loops (with $\gamma_i$ as before for $i = 1, \ldots, m$) such that $[d\sigma(A(s_0))(\eta(s_0) - \lambda\partial_s A(s_0))]$ does not vanish, as desired. This completes the proof of the claim.

**Step 2.** For $k \in \mathbb{N}$ and $\varepsilon_1 > 0$ we denote

$$\mathcal{F}_m^{k,\varepsilon_1} := \{ f \in C^{k+1}(\mathbb{D} \times G^m) | f|_{B_{\varepsilon_1}(C)} = 0, ||f||_{C^{k+1}} < \varepsilon_1 \},$$

where $C := \{(z, \rho(z, A)) \in \mathbb{D} \times G^m | A = (A, \omega) \in \text{Crit}^a(J + h_{f_0})\}$. Then for every $k \in \mathbb{N}$ the constant $\varepsilon_1 > 0$ can be chosen such that conditions \sbox{condition}{(37), (38), (39)} are satisfied for every perturbation $f \in \mathcal{F}_m^{k,\varepsilon_1}$. Furthermore, for every $(A^\pm, \omega^\pm) \in \text{Crit}^a(J + h_{f_0})$ and $f \in \mathcal{F}_m^{k,\varepsilon_1}$ the linear operator

$$\hat{D}_{(A, \omega)} : W^p \oplus T_f \mathcal{F}_m \to L^p,$$

$$(\alpha, v, \psi, f') \mapsto D_{(A, \omega, 0)}(\alpha, v, \psi) + (-X_{f'}, (A), Y_{f'}(A), 0)$$

is surjective for all $(A, \omega, 0) \in \hat{M}_f(A^-, \omega^-, A^+, \omega^+)$. It follows by definition of the space $\mathcal{F}_m^{k,\varepsilon_1}$ that conditions \sbox{condition}{(37), (38), (39)} are satisfied for every sufficiently small $\varepsilon_1 < \varepsilon$. To prove the second claim we first note that by standard arguments the range of $\hat{D}_{(A, \omega, f)}$ is closed. Let $q > 1$ with $p^{-1} + q^{-1} = 1$ denote the Sobolev exponent dual to $p$. Then surjectivity of $\hat{D}_{(A, \omega, f)}$ is equivalent to the vanishing of every $\eta \in L^q$ orthogonal to $\text{im} \hat{D}_{(A, \omega, f)}$. Any such $\eta = (\eta_0, \eta_1, \eta_2)$ is contained in $\ker \hat{D}_{(A, \omega, f)}^*$ and satisfies

$$\int_{-\infty}^{\infty} (X_{f'}(A(s)), \eta_0(s)) + (Y_{f'}(A(s)), \eta_1(s)) ds = 0$$

for every $f' \in T_f \mathcal{F}_m$. We first prove the assertion for $f = f_0$ and a fixed pair $(A^\pm, \omega^\pm) \in \text{Crit}^a(J + h_{f_0})$. Assume by contradiction that $\eta = (\eta_0, \eta_1, \eta_2) \neq 0$ satisfies both $\hat{D}_{(A, \omega, f)}^*\eta = 0$ and \sbox{equation}{(42)}\footnote{\textit{\ref{condition}}}. As follows from Step 1\footnote{\textit{\ref{proposition}}} there exists $s_0 \in \mathbb{R}$ such that $[d\sigma(A(s_0))\partial_s A(s_0)]$ and $[d\sigma(A(s_0))\eta(s_0)]$ are linearly independent vectors in $T_{\sigma(A(s_0))}(G^m/G)$. Therefore the map

$$(r, s) \mapsto [\rho(z, A(s) + r\eta(s))] \in G^m/G$$

is an embedding of a neighbourhood of $(0, s_0) \in \mathbb{R}^2$. Now let $\chi : \mathbb{R} \to [0, 1]$ be a suitably chosen smooth cutoff function such that $\text{supp} \chi$ is contained in
a sufficiently small neighbourhood of 0 and is equal to 1 near 0. Then there exists a smooth \(G\)-invariant function \(f': \mathbb{D} \times G^m \to \mathbb{R}\) which by Step 1 can be chosen to vanish in a neighbourhood of \(C\) and satisfies

\[
f'(z, \rho(z, A(s) + r\eta(s))) = r\chi(r)\chi(s - s_0)\chi(|z|).
\]

for all \((z, r, s) \in \mathbb{D} \times \mathbb{R} \times \mathbb{R}\). For each \(s \in \mathbb{R}\) this implies that

\[
dh_f(A(s))\eta(s) = \left. \frac{d}{dr} \right|_{r=0} \int_{\mathbb{D}} f'(z, \rho(z, A(s) + r\eta(s))) \, d^2z = \chi(s - s_0) \int_{\mathbb{D}} \chi(|z|) \, d^2z > 0.
\]

Hence there exists a perturbation \(f' \in T_{f_0}F_m\) for which (42) is not satisfied. This contradiction shows that \(\eta = 0\). Therefore the operator \(D_{(A,\omega,f_0)}\) is surjective. Surjectivity for every pair \((A^\pm, \omega^\pm) \in \text{Crit}^a(J + h_{f_0})\) and \(f \in F_m^{k,\varepsilon_1}\) follows from a compactness argument after choosing \(\varepsilon_1\) sufficiently small.

**Step 3. We prove the theorem.**

The statement of the theorem follows from Step 2 by carrying over the arguments of Step 5 of the proof of Theorem 16 to the present situation. \(\square\)

In the course of proof of the transversality theorems we made frequently use of the following two auxiliary results.

**Proposition 18.** For an embedding \(\gamma: S^1 \to \Sigma \times S^1\) let \(\rho_\gamma: \hat{A}(P) \to G\) denote the resulting holonomy map, asigning \(\hat{A} \in \hat{A}(P)\) its holonomy along \(\gamma\). Then the following statements hold true.

(i) Two connections \(A_1 = A_1 + \omega_1 \, dt, A_2 = A_2 + \omega_2 \, dt \in \hat{A}(P)\) are gauge equivalent if and only if there exists \(g \in G\) such that

\[
\rho_\gamma(A_2) = g^{-1}\rho_\gamma(A_1)g
\]

for every embedding \(\gamma: S^1 \to \Sigma \times S^1\).

(ii) Let \(\hat{A} = A + \omega \, dt \in \hat{A}(P)\) and \((\alpha, v) \in \Omega^1(\Sigma, \text{ad}(P)) \oplus \Omega^0(\Sigma, \text{ad}(P))\). Then

\[
\alpha + v \, dt \in \text{im} (d_A: \Omega^0(\Sigma, \text{ad}(P)) \to \Omega^1(\Sigma \times S^1, \text{ad}(P \times S^1)))
\]

(where we denote \(d_A = d_A + [\omega \wedge \cdot \wedge dt]\)) if and only if for every embedding \(\gamma: S^1 \to \Sigma \times S^1\) there exists \(\xi \in \mathfrak{g}\) such that

\[
d\rho_\gamma(\hat{A})(\alpha + v \, dt) = \rho_\gamma(\hat{A})\xi - \xi\rho_\gamma(\hat{A}).
\]

**Proof.** Both statements follow from the fact that a connection \(\hat{A} \in \hat{A}(P)\) is uniquely determined by parallel transport along the set of embedded loops in \(\Sigma \times S^1\). \(\square\)

**Proposition 19.** Assume \((A, \omega, 0)\) is a solution of Eq. (32). Denote as before \(\hat{A} = A + \omega \, dt\) and \(d_A = d_A + [\omega \wedge \cdot \wedge dt]\). Then \((\eta_0(s) + \eta_1(s) \, dt) \perp \text{im} \, d_A(s)\) for all \(\eta = (\eta_0, \eta_1, 0) \in \text{ker} \, D_{(A,\omega,0)}^*\) and \(s \in \mathbb{R}\). The same relation
The second equation holds by (32) and the fourth equation follows from the second claim. Finally, because 
\[\partial_s \eta\] together with the identity
\[s\] converges to zero as \[\to \pm \infty\] calculation follows. Let 
\[\phi \eta \] of energy less than \[h\] perturbation \(h\). Associated to these data we define the elliptic Yang–Mills homology
\[\text{CYM}_a(\Sigma, g, a, f)\] as follows. Let
\[\text{Crit}^a(\mathcal{J} + h_f)\] denote the (finite) set of gauge equivalence classes of critical points of \(\mathcal{J} + h_f\) of energy less than \(a\). These generate a chain complex
\[\text{CYM}_a(\Sigma, g, a, f) := \sum_{[\mathcal{A}, \omega] \in \mathcal{R}^a} \mathbb{Z}2([\mathcal{A}, \omega])\]
with grading given by the index $\text{ind } H_{A,f}$ of the perturbed Yang–Mills Hessian (cf. Theorem 4 for further details). For a pair $[(A^-, \omega^-), [(A^+, \omega^+)]] \in \mathcal{R}^a$ of critical points we let

$$\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+) = \frac{\widehat{\mathcal{M}}_f(A^-, \omega^-, A^+, \omega^+)}{\mathcal{G}(P)}$$

be the moduli space as defined in §3. It is a smooth manifold of dimension $\text{ind } H_{A^-, f} - \text{ind } H_{A^+, f}$. The group $\mathbb{R}$ acts on it freely by time-shifts. If this index difference equals 1 it follows by compactness (cf. Theorem 11) that the quotient of $\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+)$ modulo the $\mathbb{R}$-action consists of a finite number of points. For each $k \in \mathbb{N}_0$ we hence obtain a well-defined boundary operator

$$\partial_k : CYM^k_a(\Sigma, P, g, f) \rightarrow CYM^{k-1}_a(\Sigma, P, g, f)$$

as the linear extension of the map

$$\partial_k x := \sum_{x' \in \mathcal{R}^a, \text{ind}(x') = k-1} n(x, x') x',$$

$x \in \mathcal{R}^a$ a critical point of index $\text{ind } x = k$. Here $n(x, x') \in \mathbb{Z}_2$ is defined for $x = [(A^-, \omega^-)]$ and $x' = [(A^+, \omega^+)]$ as the number of $\mathbb{R}$-equivalence classes of elements in $\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+)$, counted modulo 2, i.e.

$$n(x, x') := \# \frac{\mathcal{M}_f(A^-, \omega^-, A^+, \omega^+)}{\mathbb{R}} \pmod{2}.$$ 

**Lemma 20.** The sequence $\partial_\ast$ of homomorphisms satisfies $\partial_\ast \circ \partial_{\ast+1} = 0$, i.e. $(CYM^\ast_a(\Sigma, P, g, f), \partial_\ast)$ is a chain complex.

*Proof.* The property of a chain map follows from standard arguments invoking Theorems 11 (compactness) and 14 (exponential decay of finite energy gradient flow lines).

We define the **elliptic Yang–Mills homology at level $a$ associated with the data $(\Sigma, P, g, f)$** to be the collection of abelian groups

$$HYM^k_a(\Sigma, P, g, f) := \frac{\ker \partial_k}{\text{im } \partial_{k+1}} \quad (k \in \mathbb{N}_0).$$

We conclude this section with a number of remarks.

- We expect the usual cobordism arguments to show independence of the homology groups $HYM^k_a(\Sigma, P, g, f)$ on the choice of the Riemannian metric $g$ and $a$-regular perturbation $f$ used to define it.
- To keep the exposition short we developed here a version of elliptic Yang–Mills homology using coefficients in $\mathbb{Z}_2$. Defining a variant of it with coefficient ring $\mathbb{Z}$ requires to deal with oriented moduli spaces.
- It would be very interesting to compare elliptic Yang–Mills homology with the Morse homology obtained from the Yang–Mills gradient flow on a Riemannian surface and first considered by Atiyah and Bott [3]. The chain
complexes in both cases are generated by (perturbed) Yang–Mills connections $A$ (respectively pairs $(A, \omega)$ where $A$ is a (perturbed) Yang–Mills connection and $\omega = *F_A$), and hence coincide. However the boundary operators are very different, involving a parabolic equation in the classical situation, in contrast to the elliptic system in the approach presented here. We shall comment more on this point in §8.

8. Relationship to parabolic Yang–Mills Morse homology

We now discuss a partly conjectural relationship between elliptic Yang–Mills homology and the by now classical Morse homology theory based on the $L^2$-gradient flow of the Yang–Mills functional over Riemann surfaces. The latter will be called parabolic Yang–Mills homology for brevity. We refer to the seminal article [3] by Atiyah and Bott which initiated (amongst other things) the study of the Yang–Mills functional on Riemann surfaces from a Morse theoretical perspective. Recall that the (unperturbed) Yang–Mills functional is the map

$$YM: \mathcal{A}(P) \to \mathbb{R}, \quad YM(A) = \frac{1}{2}\int_{\Sigma} |F_A|^2 \, d\text{vol}_\Sigma.$$ 

The following observation provides the starting point of our discussion.

**Lemma 21.** For all $(A, \omega) \in \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P))$ there holds the energy inequality

$$J(A, \omega) \leq YM(A),$$

with equality if and only if $\omega = *F_A$.

**Proof.** The claim follows, using the Cauchy–Schwarz inequality, from

$$J(A, \omega) = \int_{\Sigma} \langle F_A, *\omega \rangle - \frac{1}{2} |\omega|^2 \, d\text{vol}_\Sigma \leq \int_{\Sigma} |F_A| |\omega| - \frac{1}{2} |\omega|^2 \, d\text{vol}_\Sigma \leq \int_{\Sigma} \frac{1}{2} |F_A|^2 \, d\text{vol}_\Sigma = YM(A).$$

The case of equality can easily be read off from this estimate. \hfill \Box

We now consider the $G(P)$-equivariant map

$$\theta: \mathcal{A}(P) \to \mathcal{A}(P) \times \Omega^0(\Sigma, \text{ad}(P)), \quad A \mapsto (A, *F_A).$$

As initially remarked, a pair $(A, \omega)$ is a critical point of $J$ if and only if $A$ is a Yang–Mills connection and $\omega = *F_A$. Hence the map $\theta$ induces a $G(P)$-equivariant bijection between the sets $\text{Crit}(YM)$ and $\text{Crit}(J)$. By Lemma 21 it decreases energy in the sense that

$$J \circ \theta(A) \leq YM(A)$$

for all $A \in \mathcal{A}(P)$. This observation plays a crucial role in the following construction. The idea is to couple solutions of the Yang–Mills gradient
flow equation
\[(45)\quad 0 = \partial_s A + d^*_s F_A\]
on the half-infinite interval \((-\infty, 0]\) with solutions of the (unperturbed) equation \[(3)\] on the half-infinite interval \([0, \infty)\). We are thus lead to define for critical points \(A^- \in \text{Crit}(\mathcal{Y}\mathcal{M})\) and \((B^+, \omega^+) \in \text{Crit}(\mathcal{J})\) the set
\[\hat{\mathcal{M}}_{\text{hyb}}(A^-; B^+, \omega^+) := \left\{ (A; B, \omega) \mid A \text{ satisfies } (45) \text{ on } (-\infty, 0) \times \Sigma, \lim_{s \to -\infty} A(s) = A^-, \right. \]
\[\left. (B, \omega) \text{ satisfies } (3) \text{ on } (0, \infty) \times \Sigma, \lim_{s \to \infty} (B(s), \omega(s)) = (B^+, \omega^+), \right. \]
\[\left. (B(0), \omega(0)) = \theta(A(0)) \right\},\]
and call the quotient
\[\mathcal{M}_{\text{hyb}}(A^-; B^+, \omega^+) := \frac{\hat{\mathcal{M}}_{\text{hyb}}(A^-; B^+, \omega^+)}{\mathcal{G}(P)}\]
hybrid moduli space (of connecting trajectories between \(A^-\) and \((B^+, \omega^+)\)). We refer to the articles \[1, 24\] for related constructions of hybrid moduli spaces in various different contexts. The significance of the moduli spaces \(\mathcal{M}_{\text{hyb}}(A^-; B^+, \omega^+)\) introduced here is that they are supposed to give rise to a chain map \(\Theta\) between the Morse complexes defined from the elliptic and the parabolic Yang–Mills flow equations. Namely, after introducing a suitable perturbation scheme (which for the Yang–Mills gradient flow has been done in \[23\]) we expect these hybrid moduli spaces to be smooth manifolds of dimension equal to the index difference \(\text{ind } H_A^- - \text{ind } H_{B^+}\) of the corresponding Yang–Mills Hessians. As in \[1, 24\] they are expected to admit compactifications by adding configurations of broken trajectories. In particular, in the case of index difference equal to zero, \(\mathcal{M}_{\text{hyb}}(A^-; B^+, \omega^+)\) is a finite set and we may then define \# \(\mathcal{M}_{\text{hyb}}(A^-; B^+, \omega^+)\) to be the number of elements of \(\mathcal{M}_{\text{hyb}}(A^-; B^+, \omega^+)\) (again counted modulo 2 to avoid orientation issues). For the remainder of this section we fix a regular value \(a > 0\) of \(\mathcal{Y}\mathcal{M}\) and let \(\text{Crit}^a(\mathcal{Y}\mathcal{M})\) denote the set of critical points \(A\) of \(\mathcal{Y}\mathcal{M}\) with \(\mathcal{Y}\mathcal{M}(A) \leq a\). By the above considerations, we obtain a well-defined map \(\Theta := (\Theta_k)_{k \in \mathbb{N}_0}\), where the homomorphism \(\Theta_k\) is defined by linear extension of the map
\[\Theta_k(A^-) := \sum_{\substack{(B^+, \omega^+) \in \text{Crit}^a(\mathcal{J}) \\text{ with } \text{ind } H_{B^+} = k}} \# \mathcal{M}_{\text{hyb}}(A^-; B^+, \omega^+) \cdot (B^+, \omega^+),\]
where \(A^- \in \text{Crit}^a(\mathcal{Y}\mathcal{M})\) with \(\text{ind } H_{A^-} = k\). By standard arguments, the map \(\Theta\) is a chain map between the Morse complexes generated by the sets \(\text{Crit}^a(\mathcal{Y}\mathcal{M})\) and \(\text{Crit}^a(\mathcal{J})\). The crucial observation, first made in a related situation in \[1\], cf. also \[24\], is that the homomorphism \(\Theta\) in each degree \(k\)
can be represented by an invertible upper-triangular matrix of the form

\[
(\Theta^k_{ij})_{1 \leq i,j \leq m} = 
\begin{pmatrix}
1 & * & \cdots & \cdots & * \\
0 & 1 & \ddots & & \\
\vdots & \ddots & \ddots & \ddots & \\
\vdots & & \ddots & 1 & * \\
0 & \cdots & \cdots & 0 & 1
\end{pmatrix}
\in \mathbb{Z}^m_{m \times m},
\]

and hence is invertible in \(\mathbb{Z}^m_{m \times m}\). The existence of such an invertible upper-triangular matrix \((\Theta^k_{ij})_{1 \leq i,j \leq m}\) can be seen as follows. As a set of generators of the chain group of degree \(k \in \mathbb{N}_0\) of the parabolic Yang–Mills Morse complex we choose the critical points \((A_1, \ldots, A_m) \in \text{Crit}^a(\mathcal{YM})\) of index \(\text{ind} H_{A_j} = k\), ordered by increasing action. We then define the \(m\)-tuple

\[
((B_1, \omega_1), \ldots, (A_m, \omega_m)) := (\theta(A_1), \ldots, \theta(A_m)),
\]

which as explained above is a set of generators of the chain group of degree \(k\) of the elliptic Yang–Mills Morse complex. Inequality (44) (which in this case is an equality) moreover shows that this \(m\)-tuple is ordered by increasing action, too. It follows from Lemma 21 and inequality (45) by an elementary argument that

\[
\mathcal{M}_{\text{hybr}}(A^-_i; B^+_j, \omega^+_j) = \emptyset \quad \text{if} \quad i < j.
\]

Namely, along any flow line in \(\hat{\mathcal{M}}_{\text{hybr}}(A^-_i; B^+_j, \omega^+_j)\) energy is strictly increasing and therefore inequality (45) implies (46). Furthermore, each moduli space \(\mathcal{M}_{\text{hybr}}(A^-_i; B^+_i, \omega^+_i)\) is represented by precisely one element, the concatenation of the constant flow lines \(A \equiv A^-_i\) and \((B, \omega) \equiv (B^+_i, \omega^+_i)\). The invertible chain homomorphism \(\Theta^k\) descends in each degree \(k \in \mathbb{N}_0\) to an isomorphism between the \(k\)-th elliptic and parabolic Yang–Mills homology groups (at level \(a\)). The details of the construction of this isomorphism are similar to those being carried out in [11, 24]. We leave them to a forthcoming publication.

9. THREE-DIMENSIONAL PRODUCT MANIFOLDS

So far, we defined the elliptic Yang–Mills homology in the case \(n = 2\) which allows the equations to be nicely elliptic. In the subsequent sections we discuss two extensions of this theory to the case \(n \geq 3\). First we explain how two-dimensional elliptic Yang–Mills homology may be applied to the special case of three-dimensional products \(Y = \Sigma \times S^1\). Then in [10] we show how to restore ellipticity by restricting the space \(X = \mathcal{A}(P) \times \Omega^{n-2}(Y, \text{ad}(P))\) to a suitable Banach submanifold.

We start by recalling some facts concerning the moduli space \(\mathcal{M}_\gamma(P)\) of flat connections on a principal bundle \(P\) over a Riemann surface \((\Sigma, g_\Sigma)\) of genus \(\gamma\). It was investigated for the first time in 1983 by Atiyah and
Bott in [3]. They noticed that the conformal structure of $\Sigma$ gives rise to a Riemannian metric and an almost complex structure on $M^\gamma(P)$; moreover, if a nontrivial principal $SO(3)$-bundle $P$ is chosen, then the moduli space $M^\gamma(P)$, defined as the quotient of the space of the flat connections $A_0(P) \subseteq A(P)$ and the identity component $G_0(P)$ of the group of gauge transformations, is a compact Kähler manifold without singularities of dimension $6\gamma - 6$ (cf. [7]). In the nineties some aspects of the topology of $M^\gamma(P)$ were investigated by Dostoglou and Salamon (cf. [7, 8, 9, 19]), who proved among other results the Atiyah–Floer conjecture in this context, as well as by Hong (cf. [11]).

We fix a three-dimensional product manifold $Y = \Sigma \times S^1$, $(\Sigma, g_\Sigma)$ a Riemann surface of genus $\gamma$, with the partially rescaled product metric $\varepsilon^2 g_\Sigma \oplus g_{S^1}$, for a parameter $\varepsilon > 0$. We include in the discussion here only trivial principal $SO(3)$-bundles $P$ and $\hat{P} = P \times S^1$ over $\Sigma$ and $Y$, respectively. The motivation for considering this setup comes from the fact that, as we will see, the perturbed Yang–Mills connections on $P$ and the resulting elliptic Yang–Mills homology groups are strongly related to the perturbed geodesics and the homology of the free loop space $L^\gamma(P)$ associated with the moduli space of flat connections $M^\gamma(P)$. In fact, by results of the first author (cf. [14]), there is a bijection between the perturbed Yang–Mills connections on the bundle $\hat{P}$ and the perturbed geodesics on $M^\gamma(P)$. Furthermore, he showed that the Morse homologies, defined from the perturbed parabolic Yang–Mills gradient flow on $\hat{P} \to \Sigma \times S^1$ and the heat flow on $M^\gamma(P)$, are isomorphic, provided that $\varepsilon$ is small enough and that an energy bound $b$ is chosen (cf. [12, 13]). Hence we have:

$$HM_*(L^b/M^\gamma(P), \mathbb{Z}_2) \cong HM_*(A^{\varepsilon,b}(\hat{P})/G_0(\hat{P}), \mathbb{Z}_2)$$

(47)

where $L^b/M^\gamma(P) \subseteq L/M^\gamma(P)$ and $A^{\varepsilon,b}(\hat{P}) \subseteq A(\hat{P})$, respectively, denote the subsets with energies bounded from above by $b$.

The heat flow homology appearing on the left-hand side of (47) is well-defined in any dimension due to work of Salamon and Weber (cf. [20, 29, 30]). In contrast, the Yang–Mills gradient flow exists only if the base manifold $Y$ is two- or three-dimensional, or if it has a symmetry of codimension three (cf. [15, 16]). Furthermore, apart from the two-dimensional case, the Morse–Smale transversality is not yet proven and thus the homology $HM_*(A^{\varepsilon,b}(P)/G_0(P), \mathbb{Z}_2)$ is presently not defined in the general case. One notable exception are products $Y = \Sigma \times S^1$. Here the gauge equivalence classes of gradient flow lines are in a bijective relation with the gauge equivalence classes of heat gradient flow lines on $L/M^\gamma(P)$ provided that $\varepsilon$ is small enough and thus, the homology $HM_*(A^{\varepsilon,b}(P)/G_0(P), \mathbb{Z}_2)$ is well defined.

As follows from works of Viterbo (cf. [26]), Salamon and Weber (cf. [20]) and
Abbondandolo and Schwarz (cf. [1, 2]), the Morse homology of $L^b\mathcal{M}^\gamma(P)$ is isomorphic to Floer homology of the cotangent bundle $T^*\mathcal{M}^\gamma(P)$ defined via the Hamiltonian $H_V$ given by the sum of kinetic and potential energy and considering only orbits with action bounded by $b$. Moreover, Weber (cf. [29]) showed that the Morse homology of the free loop space defined from the heat flow is isomorphic to its singular homology. Summarizing we therefore have (in part conjecturally) the following isomorphisms of abelian groups:

\[
\begin{aligned}
H_*(L^b\mathcal{M}^\gamma(P)) &\cong H_*(A_{\epsilon,b}^\infty(\hat{P})/G_0(\hat{P})) \\
HM_*(L^b\mathcal{M}^\gamma(P)) &\cong HM_*(A_{\epsilon,b}^\infty(\hat{P})/G_0(\hat{P})) \\
HF_b^*(T^*\mathcal{M}^\gamma(P), H_V) \end{aligned}
\]

It is still an open question (marked with an interrogation point in the above diagram) whether the Morse homology of $A_{\epsilon,b}^\infty(\hat{P})/G_0(\hat{P})$ defined from the $L^2$-gradient flow of the Yang–Mills functional is isomorphic to the singular homology. We may also ask how our newly defined elliptic Yang–Mills homology fits into this picture. To be specific, we consider the elliptic Yang–Mills homology $HYM^b(\Sigma \times S^1, \epsilon_2 g_\Sigma \oplus g_{S^1}, f)$ defined from the functional $J + h_f$ on $A(\hat{P}) \times \Omega^1(\Sigma \times S^1, \text{ad}(P))$, which can be seen as the Yang–Mills analogue of the cotangent bundle. In this special case it might be possible to show a bijective relation between the gauge equivalence classes of the elliptic Yang-Mills flow lines between stationary points and those of the parabolic Yang-Mills or of the Floer homology setup, provided that $\epsilon$ is small enough, by an analogous argument as in [12] or in [20]. We leave the proof to a forthcoming publication. This would then define $HYM^b(\Sigma \times S^1, \epsilon_2 g_\Sigma \oplus g_{S^1}, f)$ and lead to an isomorphismus between it, $HM_*(A_{\epsilon,b}^\infty(\hat{P})/G_0(\hat{P}))$ and $HF_b^*(T^*\mathcal{M}^\gamma(P), H_V)$, considering $\mathbb{Z}_2$ coefficients homologies:

\[
\begin{aligned}
H_*(L^b\mathcal{M}^\gamma(P)) &\cong H_*(A_{\epsilon,b}^\infty(\hat{P})/G_0(\hat{P})) \\
HM_*(L^b\mathcal{M}^\gamma(P)) &\cong HM_*(A_{\epsilon,b}^\infty(\hat{P})/G_0(\hat{P})) \\
HF_b^*(T^*\mathcal{M}^\gamma(P), H_V) \cong HYM^b(\Sigma \times S^1, \epsilon_2 g_\Sigma \oplus g_{S^1}, f) \end{aligned}
\]

10. **Restricted flow**

In this final section we discuss a modification and extension of Eq. (3) to base manifolds $Y$ of dimension $n \geq 3$. It is motivated from the shortcoming that the linearization of Eq. (3) is an elliptic system only in dimension $n = 2$, even after imposing gauge-fixing conditions.
Proposition 22. Let \( I \) be an open interval and \((A, \omega, \Psi) \in C^\infty(I, \mathcal{A}(P) \times \Omega^{n-2}(Y, \text{ad}(P)) \times \Omega^0(Y, \text{ad}(P))\). Then the linear operator \( \nabla_s + B_{(A, \omega, \Psi)} \) associated with \((A, \omega, \Psi)\) (cf. [3]) is elliptic if and only if \( n = 2 \).

Proof. It is straightforward to verify the assertion from a calculation of the principal symbol of the operator \( \nabla_s + B_{(A, \omega, \Psi)} \). As this requires to introduce some notation we instead prove the claim for the operator
\[
(\nabla_s + B_{(A, \omega, \Psi)})(\nabla_s + B_{(A, \omega, \Psi)})^* = -\nabla_s^2 + B^2_{(A, \omega, \Psi)}.
\]
A short calculation shows that
\[
-\nabla_s^2 + B^2_{(A, \omega, \Psi)} = \begin{pmatrix}
-\nabla_s^2 + \Delta_A & 0 & 0 \\
0 & -\nabla_s^2 + d_A^* d_A & 0 \\
0 & 0 & -\nabla_s^2 + \Delta_A
\end{pmatrix} + R_{(A, \omega, \Psi)},
\]
where \( R_{(A, \omega, \Psi)} \) is a differential operator of order one. In the case \( n = 2 \) it follows that the entry \( d_A^* d_A \) appearing in the above matrix is equal to \( \Delta_A \). Then all the three components of the leading order term of \( -\nabla_s^2 + B^2_{(A, \omega, \Psi)} \) are Laplacians on one of the bundles \( \Omega^1(I \times Y, \text{ad}(I \times P)) \) or \( \Omega^0(I \times Y, \text{ad}(I \times P)) \), showing that this operator is elliptic. This fails to be the case if \( n \geq 3 \) and hence the claim follows.

To overcome the lack of ellipticity of its linearization in dimension \( n \geq 3 \) we introduce the following modification of Eq. [3]. This modification arises as the formal \( L^2 \)-gradient flow equation associated with the restriction of the functional \( J \) to the infinite-dimensional manifold (with singularities)
\[
X_1 := \{(A, \omega) \in X \mid d_A^* \omega = 0\},
\]
where we let \( X := \mathcal{A}(P) \times \Omega^{n-2}(Y, \text{ad}(P)) \). Note that in dimension \( n = 2 \) it follows that \( X_1 = X \), and the system [3] studied so far appears as a special case of the restricted flow equations which we shall introduce next. The tangent space of \( X_1 \) at \((A, \omega) \in X_1\) is \( T_{(A, \omega)} X_1 = \ker L_{(A, \omega)} \), where we define
\[
L_{(A, \omega)} : \Omega^1(Y, \text{ad}(P)) \oplus \Omega^{n-2}(Y, \text{ad}(P)) \to \Omega^{n-3}(Y, \text{ad}(P)),
\]
\[
(\alpha, v) \mapsto d_A^* v + [\ast \omega \wedge \alpha].
\]
The formal adjoint of \( L_{(A, \omega)} \) is the operator
\[
L^*_{(A, \omega)} : \Omega^{n-3}(Y, \text{ad}(P)) \to \Omega^1(Y, \text{ad}(P)) \oplus \Omega^{n-2}(Y, \text{ad}(P)),
\]
\[
\Psi \mapsto ((-1)^{n+1} [\ast \omega \wedge \Psi], d_A \Psi).
\]
Let \((A, \omega) \in X_1\). Because the condition \( d_A^* \omega = 0 \) is gauge-invariant it follows that the image of the map
\[
d_{(A, \omega)} : \Omega^0(Y, \text{ad}(P)) \to \Omega^1(Y, \text{ad}(P)) \oplus \Omega^{n-2}(Y, \text{ad}(P)), \quad \varphi \mapsto (d_A \varphi, [\omega \wedge \varphi])
\]
is contained in \( \ker L_{(A, \omega)} \). We therefore obtain an elliptic complex
\[
0 \to \Omega^0(Y, \text{ad}(P)) \xrightarrow{d_{(A, \omega)}} \Omega^1(Y, \text{ad}(P)) \oplus \Omega^{n-2}(Y, \text{ad}(P)) \xrightarrow{L_{(A, \omega)}} \Omega^{n-3}(Y, \text{ad}(P)) \to 0
\]
together with a Laplace operator $D(\omega, A) := d_{(A, \omega)^*}^* + L^*(A, \omega) L_{(A, \omega)}$. Any $\xi = (\alpha, v) \in \Omega^1(Y, \text{ad}(P)) \oplus \Omega^{n-2}(Y, \text{ad}(P))$ admits a unique $L^2$-orthogonal decomposition

$$\xi = \xi_0 + \xi_1 + d_{(A, \omega)} \varphi,$$

where $\xi_0 \in \ker D_{(A, \omega)}$, $\xi_1 \in \im L^*_{(A, \omega)}$, and $\varphi \in \Omega^0(Y, \text{ad}(P))$. The $L^2$-orthogonal projection $\pi_{(A, \omega)} : T_{(A, \omega)}X \to T_{(A, \omega)}X_1$ is therefore given by

$$\pi_{(A, \omega)} \xi = \xi - \xi_1,$$

where $\xi_1$ is the unique solution of the elliptic equation

$$D_{(A, \omega)} \xi_1 = L^*_{(A, \omega)} L_{(A, \omega)} \xi.$$

If in particular $\xi = ((-1)^n * d_A \omega, \omega - * F_A)$, which is the negative of the $L^2$-gradient of $\mathcal{J}$, then it follows by a short calculation that

$$L^*_{(A, \omega)} L_{(A, \omega)} \xi = (-* [* \omega \wedge [* \omega \wedge * d_A \omega]], (-1)^n d_A * [* \omega \wedge * d_A \omega]).$$

In this case, $\xi_1 = (\alpha_1, v_1)$ is the solution of the equation

$$D_{(A, \omega)} \xi_1 = (-* [* \omega \wedge [* \omega \wedge * d_A \omega]], (-1)^n d_A * [* \omega \wedge * d_A \omega]).$$

Definition 23. Let $I$ be an interval. The restricted $L^2$-gradient flow is the system of equations

$$(49) \begin{cases} 0 = \partial_s A - d_A \Psi + (-1)^{n+1} * d_A \omega - \alpha_1 \\ 0 = \partial_s \omega + [\Psi, \omega] - \omega + * F_A - v_1 \end{cases}$$

for a triple $(A, \omega, \Psi) \in C^\infty(I, X_1 \times \Omega^0(Y, \text{ad}(P)))$. Here the correction term $\xi_1 = (\alpha_1, v_1)$ is defined to be the solution of Eq. (48). The term $\Psi$ is included in order to make (49) invariant under time-dependent gauge transformations.

We conclude this section with a number of remarks. First one should note that the additional condition $d_A^* \omega = 0$ imposed on pairs $(A, \omega) \in X$ is compatible with the critical point equation (4). Namely then, $\omega = * F_A$ and hence $d_A^* \omega = 0$ holds automatically by the Bianchi identity. Second, the term $((-1)^{n+1} * d_A \omega - \alpha_1, -\omega + * F_A - v_1)$ appearing in (49) can be understood as the Riemannian gradient of the functional $\mathcal{J} : X_1 \to \mathbb{R}$, where we view $X_1$ as submanifold of $X$ endowed with the $L^2$ submanifold metric. Finally, the linearization of (49) together with a gauge-fixing condition as discussed in Remark 3 now leads to an elliptic system in any dimension $n$ (in contrast to the unrestricted flow (3), cf. Proposition 22). A slight complication now comes from the fact that the term $\xi_1 = (\alpha_1, v_1)$ in (49) is nonlocal (however of order zero). Still it is conceivable that an analysis of the moduli spaces of solutions of (49) is possible in analogy to that of the solutions of (3). This will lead to an elliptic Yang–Mills homology for manifolds of dimension $n \geq 3$. We leave this program to be carried out in a future publication.
Appendix A. Differential inequalities for the energy density

Recall from §4 the gauge-invariant energy density of the solution \((A, \omega, \Psi)\) of (3), which we defined to be the function

\[
e(A, \omega, \Psi) := \frac{1}{2} (| \star d_A \omega + d_A \Psi + X_f(A, \omega)|^2 + | \star F_A - \omega + [\Psi, \omega] + Y_f(A, \omega)|^2) : I \times \Sigma \rightarrow \mathbb{R}.
\]

Our aim is to derive an elliptic differential inequality satisfied by \(e(A, \omega, \Psi)\).

Let \(\Delta_{\Sigma}\) denote the (positive semidefinite) Laplace–Beltrami operator on \((\Sigma, g)\), and define

\[
\Delta_{I \times \Sigma} := -\frac{d^2}{ds^2} + \Delta_{\Sigma}.
\]

Proposition 24. Assume that \((A, \omega, \Psi)\) is a solution of (32). Then the energy density \(e = e(A, \omega, \Psi)\) satisfies on \(I \times \Sigma\) the differential inequality

\[
\Delta_{I \times \Sigma} e \leq A_0 + A_1|\omega|^6 + A_2 e + A_3 e^2
\]

for positive constants \(A_0, A_1, A_2, A_3\) which do not depend on \((A, \omega, \Psi)\).

Remark 25. Note that the exponent \(\frac{3}{2}\) appearing in the differential inequality (52) is critical in dimension \(\operatorname{dim} \mathcal{Y} = 3\) but subcritical in the present case.

Proof. Since the asserted inequality is invariant under gauge transformations we may assume that \(\Psi = 0\). We first show the claim in the unperturbed case \((X_f, Y_f) = 0\). By differentiating (32) with respect to \(s\) we obtain

\[
\begin{align*}
\dot{A} &= d_A^* F_A + *d_A \omega + *[\dot{A} \wedge \omega] \\
\dot{\omega} &= d_A^* d_A \omega + \dot{\omega}
\end{align*}
\]

It then follows that

\[
\Delta_{I \times \Sigma} e
\]

\[
= -d_A^2 - d_A (-\omega + *F_A)|^2 - |\nabla_A d_A \omega|^2 - |\nabla_A (-\omega + *F_A)|^2
+ \langle d_A \omega, (-\frac{d^2}{ds^2} + \nabla_A^* \nabla_A) d_A \omega \rangle + \langle -\omega + *F_A, (-\frac{d^2}{ds^2} + \nabla_A^* \nabla_A)(-\omega + *F_A) \rangle
\]

\[
= -d_A^2 - d_A (-\omega + *F_A)|^2 - |\nabla_A d_A \omega|^2 - |\nabla_A (-\omega + *F_A)|^2
+ \langle d_A \omega, (-\frac{d^2}{ds^2} + \Delta_{\Sigma}) d_A \omega + \{F_A, d_A \omega\} + \{R_{\Sigma}, d_A \omega\} \rangle
\]

\[
\text{II}
\]

\[
= \langle -\omega + *F_A, (-\frac{d^2}{ds^2} + \Delta_{\Sigma})(-\omega + *F_A) + \{F_A, -\omega + *F_A\} + \{R_{\Sigma}, -\omega + *F_A\} \rangle.
\]

In the last step we replaced \(\nabla_A^* \nabla_A\) using the standard Weizenböck formula

\[
\nabla_A^* \nabla_A = \Delta_A + \{F_A, \cdot\} + \{R_{\Sigma}, \cdot\},
\]
where the brackets denote bilinear terms with fixed coefficients, and $R_S$ is some curvature expression determined by the fixed Riemannian metric $g$. It remains to analyze terms I and II. For the first one we obtain, making use of Eq. (51),

\[
(- \frac{d^2}{ds^2} + \Delta_A)d_A\omega
\]

\[
= - \frac{d}{ds}(d_A\omega + [\dot{A} \wedge \omega]) + d_A\dot{A}^*d_A\omega + d_A^*d_Ad_A\omega
\]

\[
= -d_A\dot{\omega} - [\dot{A} \wedge \omega] - [\dot{\omega} \wedge \omega] + d_A\dot{A}^*d_A\omega + d_A^*[F_A \wedge \omega]
\]

\[
= -d_A\dot{\omega} + d_A \frac{d}{ds} F_A - 2[\dot{A} \wedge \omega] - [\dot{\omega} \wedge \omega] + d_A\dot{A}^*d_A\omega + d_A^*[F_A \wedge \omega]
\]

\[
= -d_A\dot{\omega} + d_A* d_A\dot{\omega} - 2[\dot{\omega} \wedge \omega] - [\dot{A} \wedge \omega] + d_A\dot{A}^*d_A\omega + d_A^*[F_A \wedge \omega]
\]

\[
= -d_A\dot{\omega} - 2[\dot{A} \wedge \omega] - ([*d_A\omega + *[\dot{A} \wedge \omega]) \wedge \omega] - [*F_A \wedge *d_A\omega].
\]

By (51) again, term II reduces to

\[
(- \frac{d^2}{ds^2} + \Delta_A)(-\omega + *F_A) = \ddot{\omega} - \frac{d}{ds}d_A\dot{\omega} - \Delta_A\omega + d_A^*d_A * F_A
\]

\[
= \ddot{\omega} - d_A\dot{A} - [*[\dot{A} \wedge \dot{A}]] - \Delta_A\omega + d_A^*d_A * F_A
\]

\[
= \Delta_A\omega + \ddot{\omega} + d_A^*[\dot{A} \wedge \omega] - [*[\dot{A} \wedge \dot{A}]].
\]

We then estimate (for any $\varepsilon > 0$ and some absolute constant $C > 0$), using Hölder’s inequality several times

\[
|I| \leq |\langle d_A\omega, \{F_A, d_A\omega\} + \{R_S, d_A\omega\} \rangle|
\]

\[
+ |\langle d_A\omega, -d_A\dot{\omega} - 2[\dot{\omega} \wedge \omega] - ([*d_A\omega + *[\dot{A} \wedge \omega]) \wedge \omega] - [*F_A \wedge *d_A\omega] \rangle|
\]

\[
\leq C(|d_A\omega|^3 + |F_A|^3 + \varepsilon |d_A\dot{\omega}|^2 + \varepsilon^{-1}|d_A\omega|^2 + |\dot{A}|^3 + |\dot{\omega}|^3 + |\omega|^6)
\]

and

\[
|II| \leq |(-\omega + *F_A, \{F_A, -\omega + *F_A\} + \{R_S, -\omega + *F_A\})|
\]

\[
+ |(-\omega + *F_A, \Delta_A\omega + \dot{\omega} + d_A^*[\dot{A} \wedge \omega] - [*[\dot{A} \wedge \dot{A}]])\rangle
\]

\[
\leq C(|-\omega + *F_A|^3 + |F_A|^3 + \varepsilon |\nabla_A d_A\omega|^2 + \varepsilon^{-1}|\omega|^2 - \omega + *F_A|^2 + |\omega|^2
\]

\[
+ \varepsilon |\nabla_A \dot{A}|^2 + \varepsilon^{-1}|\omega|^6 + |\nabla_A \omega|^3 + |\dot{A}|^3.
\]

Now we fix $\varepsilon < C^{-1}$. The asserted inequality then follows. The case of non-vanishing perturbations $(X_f, Y_f)$ follows similarly, the extra terms coming from $(X_f, Y_f)$ being controlled as in [21 Proposition D.1]. This completes the proof. \qed

We recall from [28] the following mean value inequality.

**Theorem 26** (Elliptic mean value inequality). For every $n \in \mathbb{N}$ there exists constants $C, \mu > 0$, and $\delta > 0$ such that the following holds for all metrics $g$
on $\mathbb{R}^n$ such that $\|g-1\|_{W^{1,\infty}} < \delta$. Let $B_r(0) \subseteq \mathbb{R}^n$ be the geodesic ball of radius $0 < r \leq 1$. Suppose that the nonnegative function $e \in C^2(B_r(0), [0, \infty))$ satisfies for some $A_0, A_1, a \geq 0$

$$\Delta e \leq A_0 + A_1 e + ae^{(n+2)/n} \quad \text{and} \quad \int_{B_r(0)} e \leq \mu a^{-n/2}.$$  

Then

$$e(0) \leq CA_0 r^2 + C(A_1^{n/2} + r^{-n}) \int_{B_r(0)} e.$$  

Proof. For a proof we refer to [28, Theorem 1.1].

This result together with Proposition 24 implies the following $L^\infty$ bound which we made use of in §5.

**Lemma 27.** Assume that $(A, \omega, \Psi)$ is a solution of (32). Then the energy density $e = e(A, \omega, \Psi)$ satisfies on $I \times \Sigma$ the estimate

$$\|e\|_{L^\infty(I \times \Sigma)} \leq C \|e\|_{L^1(I \times \Sigma)}$$  

for a positive constant $C$ which only depends on $|I|$ and on $\Sigma$. 

Proof. Theorem 26 along with Proposition 24 yields for suitable constants $C_0$ and $C_1$ and every $(s, z) \in I \times \Sigma$ the estimate

$$e(s, z) \leq C_0(\|\omega\|_{L^\infty(I \times \Sigma)} + \|A\|_{L^\infty(I \times \Sigma)}) + C_1 \int_{I \times \Sigma} e.$$  

Taking the supremum over $I \times \Sigma$ the claim follows, since we may absorb the second term using for $\epsilon > 0$ sufficiently small the estimate

$$\|\omega\|_{L^\infty(I \times \Sigma)} \leq \epsilon \|\nabla A \omega\|_{L^\infty(I \times \Sigma)} + \epsilon^{-1}\|\omega\|_{L^2(I \times \Sigma)},$$  

and likewise for $\|A\|_{L^\infty(I \times \Sigma)}$. □

**Appendix B. Further auxiliary results**

By gauge-invariance of the subsequent estimates we may in the following assume that $\Phi = 0$. Let $(A, \omega)$ be a solution of (3) such that for critical points $(A^\pm, \omega^\pm)$ the asymptotic condition

$$\lim_{s \to \pm \infty} (A(s), \omega(s)) = (A^\pm, \omega^\pm)$$

is satisfied. Let $C^\pm := (J + h_f)(A^\pm, \omega^\pm)$. Since $(A, \omega)$ is an $L^2$-gradient flow line of $J + h_f$ it satisfies the energy identity

$$\int_{-\infty}^\infty \|\nabla(J + h_f)(A(s), \omega(s))\|^2_{L^2(\Sigma)} ds = C^- - C^+ \geq 0.$$  

From this we obtain the following estimate for the $L^2$-norm of $F_A$. 


Lemma 28. For \((A, \omega)\) as above and any interval \(I \subseteq \mathbb{R}\) there holds the estimate
\[
\frac{1}{2} \|F_A\|^2_{L^2(I \times \Sigma)} \leq (1 + |I|)C^- - C^+ + |I|C_f
\]
for a positive constant \(C_f\) which only depends on the perturbation \(h_f\).

Proof. Since for all \((A, \omega)\), \(\|\nabla (\mathcal{J} + h_f)(A, \omega)\|^2_{L^2(\Sigma)} \leq \|\omega - *F_A - Y_f\|^2_{L^2(\Sigma)}\) it follows from the energy identity (53) that
\[
C^- - C^+ \geq \int_I \|\omega - *F_A - Y_f\|^2_{L^2(\Sigma)} \, ds
\]
Further that
\[
\geq \frac{1}{2} \int_I \|\omega - *F_A\|^2_{L^2(\Sigma)} - \|Y_f\|^2_{L^2(\Sigma)} \, ds
\]
Thus we can further estimate
\[
\frac{1}{2} \int_I \|F_A\|^2_{L^2(\Sigma)} - 2\langle \omega, *F_A \rangle + \|\omega\|^2_{L^2(\Sigma)} - \|Y_f\|^2_{L^2(\Sigma)} \, ds
\]
For the last estimate we used that \(\mathcal{J}(A(s, \omega(s))) \leq C^-\) for all \(s \in I\) and further that \(\|Y_f\|^2_{L^2(\Sigma)} \leq C_f\) for a constant \(C_f\) which does not depend on \((A, \omega)\) (cf. [21, Proposition D.1 (iii)]). The claim hence follows.

An estimate for the \(L^2\)-norm of \(\omega\) is obtained in the following lemma.

Lemma 29. For \((A, \omega)\) as above and every \(s \in \mathbb{R}\) there holds the estimate
\[
\frac{1}{2} \|\omega(s)\|^2_{L^2(\Sigma)} \leq \|F_A(s)\|^2_{L^2(\Sigma)} + C_f
\]
for a positive constant \(C_f\) which only depends on the perturbation \(h_f\).

Proof. Note that \(\omega^+ = F_{A^+}\) because \((A^+, \omega^+) \in \text{Crit}(\mathcal{J} + h_f)\), and therefore
\[
C^+ = (\mathcal{J} + h_f)(A^+, \omega^+) = \frac{1}{2} \int_{\Sigma} |F_{A^+}|^2 \, d\text{vol}_\Sigma + h_f(A^+) \geq h_f(A^+).
\]
It therefore follows from the gradient flow property and the Cauchy–Schwarz inequality that for all \(s \in \mathbb{R}\)
\[
h_f(A^+) \leq (\mathcal{J} + h_f)(A(s), \omega(s))
\]
\[
= \int_{\Sigma} \langle F_{A(s)}, \omega(s) \rangle - \frac{1}{2} |\omega(s)|^2 \, d\text{vol}_\Sigma + h_f(A(s), \omega(s))
\]
\[
\leq \|F_A(s)\|^2_{L^2(\Sigma)} \|\omega(s)\|^2_{L^2(\Sigma)} - \frac{1}{2} \|\omega(s)\|^2_{L^2(\Sigma)} + h_f(A(s), \omega(s)).
\]
By definition of \(h_f\) there exists a constant \(C_f\) such that \(|h_f(A, \omega)| \leq C_f\) for all \((A, \omega)\). Thus we can further estimate
\[
\frac{1}{2} \|\omega(s)\|^2_{L^2(\Sigma)} - \|F_A(s)\|^2_{L^2(\Sigma)} \|\omega(s)\|^2_{L^2(\Sigma)} - 2C_f \leq 0,
\]
which implies the result.

\[\square\]
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