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Abstract

The characterization of DAEs by the tractability index concept bases on the in-
vestigation of the related matrix sequence. The algorithmic steps of the implemen-
tation of the sequence consist of the computation of admissible nullspace projectors,
including the widely orthogonal projectors, and ways to perform the differentiation
of projectors, if neccessary. Different aspects to compute the required objects are
discussed.
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Computational linear algebra aspects of projector based

treatment of DAEs

Originally, the tractability index concept is designed rather for the theoretical investiga-
tion of DAEs. However, the resulting clear index criteria by rank conditions let us trust
that it has also practical meaning. Moreover, the projectors prove their value when char-
acterizing the different solution components, when looking for consistent initial values
and formulating appropriate initial conditions as well. And these are good arguments to
implement the associated matrix function sequences.
We study the equation

A(Dx)′ +Bx = q, (1)

with continuous coefficients

A ∈ C(I, L(Rn,Rk)), D ∈ C(I, L(Rm,Rn)), B ∈ C(I, L(Rm,Rk)),

and an excitation q ∈ C(I,Rk). I ∈ R is an interval. The coefficients A and D are
supposed to be well matched (cf. (2)). The algorithmic realization of a matrix function
sequence

Gi+1 = Gi +BiQi,

Bi+1 = BiPi −Gi+1D
−(DΠi+1D

−)′DΠi

starting with G0 = AD, B0 = B, requires the computation of the involved generalized in-
verse D− and the admissible projectors Qi onto kerGi with Pi = I − Qi,
Πi := PiΠi−1, Π0 := P0. (cf. [LMT11], Definitions 2.3).

For a DAE that has the leading term A(t)(D(t)x(t))′, it is also important to check whether
this leading term is actually properly stated by testing the transversality condition

kerA(t)⊕ imD(t) = Rn. (2)

The last question is considered in Section 2, whereas basics on the computation of
nullspace and image projectors associated to matrices are collected in Section 1. At
this point we also bring to mind the detailed Appendix A of [LMT11] on linear algebra
issues. Methods to compute a suitable generalized inverse D− are described in Section 1.
In Section 3 we deal with the basic step of the construction of admissible matrix functions,
that is, with the step from level i to level i + 1 by the computation of an appropriate
projector. After that, in Section 4, sequences of matrices with admissible projectors are
delivered, first level by level on the background of Section 3, and then by a strongly in-
volved version only for the regular case.
We stress that all the computation are more or less related to matrix decompositions and
rank calculations, and, naturally, one has to expect to inherit all the related numerical
problems.
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1 Image and nullspace projectors

For given G ∈ Rk×m, with rankG = r, any matrix Q ∈ Rm×m that satisfies

GQ = 0, Q2 = Q, rankQ = m− r

is a projector onto kerG. Any matrix W ∈ Rk×k that satisfies

WG = 0, W 2 = W, rankW = k − r

is a projector along imG.

Clearly, having a basis of the subspace in question, a required projector can immedi-
ately be described by these basis elements (cf. Lemma A.6 in [LMT11]). In particular, if
n1, . . . , nm−r ∈ Rm form a basis of kerG and Γ :=

[
n1 · · · nm−r

]
, then Q = Γ(Γ∗Γ)−1Γ∗

represents the orthogonal projector onto this nullspace. If the n1, . . . , nm−r form an or-
thonormal basis, the expression simplifies to

Q = ΓΓ∗ =
m−r∑
i=1

nin
∗
i .

In other words, the knowledge of an orthonormal basis can immediately be used to form
an orthogonal projector as the sum of the dyadic product of the basis vectors. For prob-
lems of limited dimension a formula manipulation system like Mathematica® or Maple®

can be used to compute a basis. The command in Mathematica is NullSpace[G] and in
Maple nullspace(G).
However, to provide a basis of the nullspace of a given matrix one usually has to carry
out a factorization, for instance a singular value decomposition (SVD).

If a generalized reflexive inverse G− (cf. Appendix B in [LMT11]) is known, we gain
at the same time the nullspace projector Q = I − G−G and the projector along the
image W = I − GG−. To compute a generalized inverse of the given matrix G, again a
factorization of that matrix serves as an appropriate tool.
Each decomposition

G = U
[
S

0

]
V−1, (3)

with nonsingular S ∈ Rr×r, U =:
[
U1 U2

]
∈ Rk×k and V =:

[
V1 V2

]
∈ Rm×m, and

U1 ∈ Rk×r, V2 ∈ Rm×(m−r), delivers immediately the basises kerG = spanV2 and imG =
spanU1 as well as (3) the family of reflexive generalized inverses of G by

G− = V
[
S−1 M2

M1 M1SM2

]
U−1, (4)

with the free parameter matrices M1 and M2 (see Appendix [LMT11, (88)]). The resulting
projectors are

Q = V
[

0
−M1S I

]
V−1 and W = U

[
0 −SM2

I

]
U−1.
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If we are looking for orthogonal projectors, we have to ensure symmetry, that is U−1 = U∗,
V−1 = V∗, M1 ≡ 0 and M2 ≡ 0.

There are different ways to generate matrix decompositions (3). Applying the SVD one
delivers orthogonal matrices U and V , and the orthogonal projector Q is given by

Q =
[
V1 V2

] [0
I

] [
V∗1
V∗2

]
= V2V∗2 . (5)

Also the Householder method is suitable for computing a decomposition (3). The House-
holder decomposition needs less computational work than the SVD. For a singular matrix
G, a Householder decomposition with column pivoting is needed. We obtain

GIper = U

[
R1 R2

0 0

]
with a column permutation matrix Iper, an orthogonal matrix U and a nonsingular upper
triangular matrix R1. The required decomposition (3) has then the structure

G = U

[
R1

0

] [
I R−1

1 R2

I

]
I∗per︸ ︷︷ ︸

=:V−1

, (6)

and hence the nullspace projector

Q = Iper

[
I −R−1

1 R2

I

] [
0

−M1R1 I

] [
I R−1

1 R2

I

]
I∗per

and the projector

W = U

[
0 −R1M2

I

]
U∗

along the image of G result. The free parameter matrices M1 and M2 can be used to
provide special properties of the projectors as, for instance, we do in Section 4.
Since the Householder method provides an orthogonal matrix U , choosing M2 = 0 we
arrive at an orthoprojector W . If we apply the Householder method to G∗ instead of G,
we also deliver an orthogonal nullspace projector for G.

In principle also an LU-decomposition of G using the Gaussian method with scaling and
pivoting yields a decomposition (3). With a row permutation matrix Iper we obtain

IperG = LU =

[
L1

L2 I

] [
R1 R2

0

]
and the decomposition

G = I∗per

[
L1

L2 I

]
︸ ︷︷ ︸

=:U

[
R1

0

] [
I R−1

1 R2

I

]
︸ ︷︷ ︸

=:V−1

.

It is well-known that rank determination by the Gaussian method is not as robust as it is
from the Householder method or SVD (cf. [GK65]), which is confirmed by our practical
tests. We do not recommend this method here.
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2 Matters of a properly stated leading term

Having a pair of matrices A and D one might be interested in making sure whether they
are well matched in the sense of (2). For instance, one can check pointwise if the DAE
has even a proper leading term. This way critical points can be indicated and eventual
programming errors in hand-written subroutines as well.
Moreover, when generating the basic matrix function sequences starting pointwise from
the given coefficients A, D, and B, the reflexive generalized inverses D− and the border
projector R play their role.

Let the two matrices A ∈ Rk×n and D ∈ Rn×m be given and G := AD. Then the
inclusions imG ⊆ imA and kerD ⊆ kerG are valid. Owing to Lemma A.3 in [LMT11] A
and D are well matched, exactly if

rankA = rankG = rankD, (7)

imG = imA, (8)

kerD = kerG. (9)

The failure of one of these three conditions indicates that A and D miss the mark. Since,
in turn, (8), (9) imply the rank condition (7), these two conditions already ensure the
well-matchedness.

Let G− denote a reflexive generalized inverse of G, e.g. provided by a decomposition (4).
Then the conditions (8), (9) can be written as

(I −GG−)A = 0, (10)

D(I −G−G) = 0, (11)

and these conditions are also useful for testing the well-matchedness.

Next we suppose A and D to be well matched, and hence (10) and (11) to be valid. Then

D− := G−A, A− := DG− (12)

are reflexive generalized inverses of D and A, and

R := DD− = DG−A = A−A

is nothing else the projector matrix onto imD along kerA. Namely, it holds that

DD−D = DG−AD = DG−G = D,

D−DD− = G−ADG−A = G−A = D−,

AA−A = ADG−A = GG−A = A,

A−AA− = DG−ADG− = DG− = A−.

It comes out that, decomposing G delivers at the same time a reflexive generalized inverse
G− such that one can first check the conditions (10) and (11), and then, supposed they
hold true, form the generalized inverses D−, A− and the border projector R.
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Stress at this point that an orthogonal projector is often preferable. It can be reached by
a SVD applied to G or a Householder factorization applied to G∗ (Section 1).

An alternative way to test well-matchedness of A and D and then to provide D− and R
uses factorizations of both matrices A and D. This makes sense, if the factorizations of
A and D are given or easily available.
Suppose the decompositions (cf. (3)) of A and D as

A = UA

[
SA

0

]
V −1
A and D = UD

[
SD

0

]
V −1
D . (13)

We can check now the rank conditions rankSA = rankSD which are necessary for well-
matchedness (see (7)). Also AD = G has to have the same rank. The decompositions
yield

AD = UA

[
SA

0

]
V −1
A UD

[
SD

0

]
V −1
D (14)

and, denoting V −1
A UD =: H =

[
H1 H2

H3 H4

]
, the necessary rank condition is satisfied iff H1

remains nonsingular.

The generalized inverses of D and A are not independent of each other, but they have
to satisfy the relation DD− = A−A. Using the given decompositions (13) the reflexive
generalized inverses are immediately found (see [LMT11, (88)]) as

A− = VA

[
S−1
A M2,A

M1,A M1,ASAM2,A

]
U−1
A and D− = VD

[
S−1
D M2,D

M1,D M1,DSDM2,D

]
U−1
D ,

which leads to

DD− = UD

[
I SDM2,D

0 0

]
U−1
D , A−A = VA

[
I 0

M1,ASA 0

]
V −1
A .

Using again the denotation UD = VAH, the relation DD− = A−A becomes equivalent
with

H

[
I SDM2,D

0 0

]
=

[
I 0

M1,ASA 0

]
H.

This fixes two of the free parameter matrices, namely

M2,D = S−1
D H−1

1 H2 (15)

and

M1,A = H3H
−1
1 S−1

A .

The other two parameter matrices M1,D and M2,A can be used to ensure further properties.

Finally in this section, we shortly turn to standard form DAEs given with a leading term
of the form Gx′(t). A factorization (3) is then adjuvant in determining a properly stated
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leading term version. We can define A and D as

(a) A = U
[
S

0

]
, D = V−1,

(b) A = U , D =

[
S

0

]
V−1,

and with U =:
[
U1,U2

]
and V−1 =:

[
(V−1)1

(V−1)2

]
(c) A = U1S, D = (V−1)1 ∈ Rr×m,

(d) A = U1, D = S(V−1)1.

The cases (c) and (d) provide the splitting with full rank matrices A and D, which is
advantageous e.g. because the border projector is simply R = I.
Analogously one can proceed in case of time-varying terms coefficients G(t), but then one
needs a continuous matrix decomposition and a continuously differentiable D(·) as well
as its derivative.
Notice that often standard form DAEs are given with separated derivative free equations
such that a continuous projector function I−W (t) onto imG(t) is available at the begin-
ning. Then one can take use of this situation and put A(t) := I −W (t), D(t) := G(t).

3 The basic step of the sequence

Now we consider the basic part of the determination of an admissible matrix function
sequence, that is the step from Gi to Gi+1. Let a projector Πi := P0 · · ·Pi be already
computed. We are looking for the next admissible projector Qi+1. An admissible projec-
tor must satisfy the required properties (cf. [LMT11], Definition 2.3). If we are dealing
with matrix functions, the determinations are carried out pointwise for frozen arguments.
In the following we suppress the step index i. G complies with Gi+1(z) and Π with Πi(z),
z is an arbitrary frozen argument.

For a given matrix G ∈ Rk×m with rankG = r and a given projector Π ∈ Rm×m with
rankΠ = ρ, we seek a new projector matrix Q such that

imQ = kerG,

kerQ ⊇ X (cf. (14) in [LMT11])

and X is any complement of
_
N := kerΠ ∩ imQ in kerΠ (cf. (13) in [LMT11]), which

means, Q has to satisfy (cf. Proposition 2.6 (3) in [LMT11]) the conditions

GQ = 0, rankQ = m− r, (16)

ΠQ(I −Π) = 0. (17)

Owing to Lemma A.6 in [LMT11] such a projector Q exists. Denote N := kerG and
K := kerΠ = im (I −Π). Condition (16) implies imQ = N . If N and K intersect only
trivially, i.e., K ∩ N = {0}, which we call the regular case, we can form Q to satisfy
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X = K ⊆ kerQ, and then condition (17) takes place. In general a computation of a
representation of X is needed. We have to fix a set X ⊆ K such that K = X⊕N . Notice
that X is not uniquely defined.
An example illustrates the situation.

Example 3.1 For Π =

0
0

1

 and G =

0 −1 1
0 1 −1

0

, m = 3, we obtain

K = kerΠ = span

1 0
0 1
0 0

 and N = kerG = span

1 0
0 1
0 1

, further K ∩ N = span

1
0
0


and K ⊕ N = Rm. Any plane given by (K ∩ N)c := span

cosα 0
sinα − cosα

0 β

, with fixed

α ∈ (0, π), and β 6= 0, is a complement of K ∩ N in Rm. A possible subspace X can be

given as X = K ∩ (K ∩ N)c = span

cosα
sinα

0

. As we can see by the different choices of

α and β, the complement (K ∩ N)c as well as X are not unique. For reasons of dimen-
sions, in this example, since dim(K +N) = m, the projector onto N along X is uniquely
determined as

Q =

1 − cosα
sinα

cosα
sinα

0 1
1

 .
The Figure 1 shows this case. In general, Rm = N ⊕X︸ ︷︷ ︸

K+N

⊕(K+N)c holds with a nontrivial

Figure 1: Decomposition of R3

complement (K + N)c, which shows that fixing X does not completely fix the projector.
It is worth mentioning that restricting the choice always to orthogonal complements we
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arrive at the so-called widely orthogonal projectors, and those are uniquely determined.
This case corresponds here to the choice α = π

2
and β = 1.

Now we start to discuss several methods of constructing projectors Q.

3.1 Basis representation methods

If a basis n1, . . . , nm−r of N and a basis χ1, . . . , χσ of a suitable X are available, X∩N = 0,
we immediately form a projector Q onto N satisfying X ⊆ kerQ we are looking for as
(cf. Lemma A.6 in [LMT11])

Q = H

[
I

0

]
H−,

whereas N =
[
n1 . . . nm−r

]
, X =

[
χ1 . . . χσ

]
and H :=

[
N ,X

]
have full column rank, and

H− is any reflexive generalized inverse of H. Consider different ways to generate suitable
basises, and at the same time, a suitable subspace X.

A basis of N is delivered by decomposition (3). We have to provide a basis of a suitable
subspace X. Recall that for any matrix A the relation ker A∗A = ker A is true. Therefore,
because of

_
N = N ∩K = ker

[
G
Π

]
= ker (G∗G+Π∗Π),

by means of a decomposition of

[
G
Π

]
∈ Rk+m,m or of (G∗G+Π∗Π) ∈ Rm,m we can design

a projector Z onto
_
N. The choice of this projector fixes also a possible complement

_
N c := imZ of

_
N. By means of Z we compute a basis of X by one of the relations

ker

[
Z
Π

]
= ker (Z∗Z +Π∗Π) = (N ∩K)c ∩K = X.

This method to provide the projector Q needs three decompositions including those of ma-
trices with k+m resp. 2m rows as well as the computation of expressions like (G∗G+Π∗Π).

An alternative possibly cheaper way to construct an admissible projector Q is suggested
by Lemma A.4 in [LMT11].

G = UG

[
SG

0

]
V −1
G , VG =: [VG,1, VG,2] (18)

we obtain N = kerG = imVG,2, that is, a basis of N . Then, in order to apply Lemma
A.4 in [LMT11], we decompose

ΠVG,2 = UΠN

[
SΠN

0

]
V −1
ΠN , VΠN =: [VΠN,1, VΠN,2],

and hence kerΠVG,2 = imVΠN,2 is valid. Then, owing to Lemma A.4 in [LMT11], Y :=
VG,2VΠN,2 ∈ Rm×q represents a basis of kerG ∩ kerΠ = N ∩ K. Having the basis Y of
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N ∩K we could, as before, compute a projector Z onto N ∩K, and put (N ∩K)c = kerZ,
but here we actually do not compute Z, but provide a basis of the nullspace of Z in a
different way. We decompose

Y = UY

[
SY
0

]
, UY =: [UY,1, UY,2],

with nonsingular UY , SY . Now, UY,2 ∈ Rm×(m−q) serves as a basis of a complement
(N ∩ K)c = kerZ, that means kerZ = imUY,2. To apply Lemma A.4 in [LMT11] once
more we compute a basis of kerΠUY,2 by the further decomposition

ΠUY,2 = UX

[
SX

0

]
V −1
X , VX =: [VX,1, VX,2],

yielding kerΠUY,2 = imVX,2. This finally leads to

X = (N ∩K)c ∩K = kerZ ∩ kerΠ = imUY,2VX,2.

Here, four lower-dimensional matrix decompositions are needed to compute the admissi-
ble projector Q.

3.2 Basis representation methods - Regular case

In the regular case, if

K ∩N = {0}, (19)

equation (17) simplifies to

Q(I −Π) = 0. (20)

Condition (19) implies m − ρ ≤ r. On the background of the decomposition (18) of G,
each projector onto N has the form

Q = VG

[
0 0

−M1SG Im−r

]
V −1
G . (21)

A basis of im (I −Π) = kerΠ can be computed by means of the decomposition

Π = UΠ

[
SΠ

0

]
V −1
Π , SΠ ∈ Rρ×ρ nonsingular, VΠ =: [VΠ,1, VΠ,2]

yielding im (I −Π) = imVΠ,2, rankVΠ,2 = m− ρ. Now condition (20) means QVΠ,2 = 0,
or VΠ,2 = PVΠ,2, with P := I −Q. This leads to

VΠ,2 = PVΠ,2 = VG

[
I 0

M1SG 0

]
V −1
G VΠ,2︸ ︷︷ ︸
=:

24V1

V2

35
= VG

[
I 0

M1SG I

] [
V1

0

]
, (22)
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which shows that rankV1 = rankVΠ,2 = m− ρ, i.e. V1 ∈ Rr,m−ρ has full column rank.
The requirement QVΠ,2 = 0 results in the condition −M1SGV1 +V2 = 0, which determines
M1. The choice

M1 = V2V−1 S−1
G (23)

satisfies this relation with an arbitrary generalized reflexive inverse V−1 , since V−1 V1 = I.
If Π is symmetric, VΠ is orthogonal and V+

1 is the Moore-Penrose inverse, then the choice

M1 = V2V+
1 S
−1
G (24)

generates the widely orthogonal projector Q, which is shown at the end of Subsection 3.3.

3.3 Projector representation method

Now we build the projector Q without using subspace basises. We apply again the de-
composition (18) and the general projector representation (21), that is

Q = VG

[
0 0

−M1SG Im−r

]
V −1
G .

Introducing Π̃ := V −1
G ΠVG we derive the expression

[
V −1
G

V −1
G

] [
Π

I −Q

]
VG =

[
V −1
G ΠVG

I − V −1
G QVG

]
=


Π̃11 Π̃12

Π̃21 Π̃22

Ir 0
M1SG 0


} r

. (25)

From ker

[
Π

I −Q

]
= K∩N =

_
N and u = dim

_
N it follows that dim ker

[
Π

I −Q

]
= m−u.

Regarding this we conclude from (25) that the rank condition rank

[
Π̃12

Π̃22

]
= m− u− r is

valid.

Lemma 3.2 Given a projector Π and the decomposition (3) of a matrix G,
rankG = r. Then the projector Q defined by (21) meets the properties (16) and (17),
supposed one of the following three conditions is satisfied

(1) M1 = −
[
Π̃12

Π̃22

]− [
Π̃11

Π̃21

]
S−1
G .

(2) M1 = −Π̃−22Π̃21S
−1
G , and the reflexive generalized inverse Π̃−22 satisfies Π̃12 = Π̃12Π̃

−
22Π̃22.

(3) Π = Π∗, VG is orthogonal, and M1 = −Π̃−22Π̃21S
−1
G .

Moreover, the special choice of the Moore-Penrose inverse in case (3), thus

M1 = −Π̃+
22Π̃21S

−1
G ,

provides a symmetric ΠQ and a widely orthogonal Q .
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Proof : (1) Condition (16) is always given by the construction and it remains to verify

(17). We let M := M1SG = −
[
Π̃12

Π̃22

]− [
Π̃11

Π̃21

]
and compute

V −1
G ΠQ(I −Π)VG =

[
Π̃11 Π̃12

Π̃21 Π̃22

] [
0 0
−M I

] [
I − Π̃11 −Π̃12

−Π̃21 I − Π̃22

]
=

[
Π̃12

Π̃22

] [
−M I

] [I − Π̃11 −Π̃12

−Π̃21 I − Π̃22

]
=

[
−
[
Π̃12

Π̃22

]
M

[
Π̃12

Π̃22

]] [
I − Π̃11 −Π̃12

−Π̃21 I − Π̃22

]
.

The relation 0 = Π̃(I − Π̃) provides[
Π̃11

Π̃21

] [
I − Π̃11 −Π̃12

]
= −

[
Π̃12

Π̃22

] [
−Π̃21 I − Π̃22

]
,

and hence

M
[
I − Π̃11 −Π̃12

]
=

[
Π̃12

Π̃22

]− [
Π̃12

Π̃22

] [
−Π̃21 I − Π̃22

]
Regarding this we finally find

V −1
G ΠQ(I −Π)VG =

[
Π̃12

Π̃22

]
M
[
I − Π̃11 −Π̃12

]
+

[
Π̃12

Π̃22

] [
−Π̃21 I − Π̃22

]
=

[
Π̃12

Π̃22

] [
Π̃12

Π̃22

]−(
−
[
Π̃12

Π̃22

] [
−Π̃21 I − Π̃22

])
+

[
Π̃12

Π̃22

] [
−Π̃21 I − Π̃22

]
= 0.

(2) If we are aware of a (m − r) × (m − r) submatrix of

[
Π̃12

Π̃22

]
∈ Rm×(m−r), which has

rankm− r− u, a generalized reflexive inverse of

[
Π̃12

Π̃22

]
can be computed i.e. by a House-

holder decomposition. We assume without loss of generality that rank Π̃22 = m− r − u.
If the submatrix is distributed over the rows of the matrix, a row permutation leads to
the same assumption but at the end the factor U contains row permutations.

Decompose

[
Π̃12

Π̃22

]
=

 Z12 0
Z22,1 0
Z22,2 0

U with nonsingular Z22,1 ∈ Rm−r−u,m−r−u and orthog-

onal U , and fix the reflexive generalized inverse Π̃−22 = U∗
[
Z−1

22,1 0
0 0

]
. Below we show

that a generalized reflexive inverse is given by[
Π̃12

Π̃22

]−
:=
[
0 Π̃−22

]
. (26)
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Applying (1) and this special structure of the inverse provides

M1 = −
[
Π̃12

Π̃22

]− [
Π̃11

Π̃21

]
S−1
G =

[
0 −Π̃−22

] [Π̃11

Π̃21

]
S−1
G = −Π̃−22Π̃21S

−1
G ,

which verifies the assertion. It remains to verify that (26) in fact serves as reflexive
generalized inverse. The condition[

Π̃12

Π̃22

] [
0 −Π̃−22

] [Π̃12

Π̃22

]
=

[
Π̃12

Π̃22

]
is valid because of our assumption concerning the generalized inverse Π̃−22, namely

Π̃12 = Π̃12Π̃
−
22Π̃22 or equivalently im (I − Π̃−22Π̃22) = ker Π̃22 ⊆ ker Π̃12. (27)

(3) The symmetry of Π and Π̃ (with orthogonal VG) yields

Π̃22 =
[
Π̃21 Π̃22

] [Π̃12

Π̃22

]
=

[
Π̃12

Π̃22

]∗ [
Π̃12

Π̃22

]

and therefore rank Π̃22 = m − r − u and ker Π̃22 = ker

[
Π̃12

Π̃22

]
, i.e. ker Π̃22 ⊆ ker Π̃12.

Considering (27), assertion (3) is shown to be a consequence of (2).

Finally we have to verify that taking the Moore-Penrose inverse in case (3) one delivers
a widely orthogonal projector Q. By Definition 2.5 in [LMT11] a widely orthogonal

projector Q projects onto N along (K +N)⊥ ⊕X with X =
_
N⊥ ∩K. Lemma A.6 (7) in

[LMT11] describes sufficient conditions. Put M = Π̃+
22Π̃21 and derive

ΠQ = VGΠ̃V
∗
GVG

[
0 0
−M I

]
V ∗G = VG

[
Π̃12Π̃

+
22Π̃21 Π̃12

Π̃22Π̃
+
22Π̃21 Π̃22

]
V ∗G.

The symmetry of Π̃ implies the symmetry of Π̃11, Π̃22 and Π̃12 = Π̃∗21. The Moore-
Penrose inverse of a symmetric matrix is symmetric itself, therefore Π̃22Π̃

+
22 = Π̃+

22Π̃22.
We consider the matrix blocks of ΠQ which seemingly derange the symmetry,

(Π̃12Π̃
+
22Π̃21)∗ = Π̃∗21(Π̃+

22)∗Π̃∗12 = Π̃12Π̃
+
22Π̃21 and

Π̃22Π̃
+
22Π̃21 = (Π̃22Π̃

+
22)∗Π̃∗12 = (Π̃12Π̃22Π̃

+
22)∗ = (Π̃12Π̃

+
22Π̃22)∗

(27)
= Π̃∗12 = Π̃21,

but this shows the symmetry of ΠQ and naturally ΠP with P = I −Q.
The last properties we have to show are the symmetry of P (I − Π) and the condition
QΠP = 0 as well. Derive

P (I−Π) = (I−Q)(I−Π) = VG

[
I 0
M 0

]
V ∗GVG(I−Π̃)V ∗G = VG

[
I − Π̃11 −Π̃12

M(I − Π̃11) −MΠ̃12

]
V ∗G,

further

M(I − Π̃11) = −Π̃+
22 Π̃21(I − Π̃11)︸ ︷︷ ︸

Π̃22Π̃21

= −Π̃21 = −Π̃∗12

MΠ̃12 = −Π̃+
22Π̃21Π̃12 = −Π̃+

22Π̃22(I − Π̃22)

13



which shows the symmetry of P (I −Π). Next we compute

QΠP = VG

[
0 0
−M I

]
V ∗GVG

[
Π̃11 Π̃12

Π̃21 Π̃22

]
V ∗GVG

[
I 0
M 0

]
V ∗G

= VG

[
0 0

−MΠ̃11 + Π̃21 + (−MΠ̃12 + Π̃22)M 0

]
V ∗G,

and

−MΠ̃11 + Π̃21 + (−MΠ̃12 + Π̃22)M︸ ︷︷ ︸
−Π̃21

= Π̃+
22(− Π̃21Π̃11︸ ︷︷ ︸

(I−Π̃22)Π̃21

+ Π̃21Π̃12︸ ︷︷ ︸
Π̃22(I−Π̃22)

Π̃+
22Π̃21) = 0,

and hence QΠP = 0. Now the assertion follows from Lemma A.6 (7) in [LMT11]. �

We are especially interested in the regular case, where
_
N = {0}. Lemma 3.2 suggests a

practical way to compute a widely orthogonal projector for that case. Since
_
N = {0} and

u = dim
_
N = 0 the matrix

[
Π̃12

Π̃22

]
in (25) has full column rank. Then Π̃22 =

[
Π̃12

Π̃22

]∗ [
Π̃12

Π̃22

]
is nonsingular and Π̃+

22 = Π̃−1
22 . Moreover, Π̃22 is not only nonsingular but positive definite

as the following lemma proves.

Lemma 3.3 Let the symmetric projector Π =

[
Π11 Π12

Π21 Π22

]
have a nonsingular block Π22.

Then this block Π22 is positive definite.

Proof : Π is a projector and therefore Π22 = Π21Π12 + Π2
22. It holds Π21 = Π∗12 and

Π22 = Π∗22. We consider 〈Π22x, x〉 for x 6= 0.

〈Π22x, x〉 = 〈(Π21Π12 +Π2
22)x, x〉

= 〈Π21Π12x, x〉+ 〈Π2
22x, x〉

= 〈Π12x,Π12x〉+ 〈Π22x,Π22x〉
≥ 〈Π22x,Π22x〉 > 0.

�

Lemma 3.3 suggests to decompose Π̃22 by Cholesky decomposition when computing

M1 = −Π̃−1
22 Π̃21S

−1
G (28)

for widely orthogonal projectors.
Next we show that, in the regular case formula (24) provides exactly the same M1 as
formula (28), and hence an additional way to compute the widely orthogonal projectors.
The projector Π is symmetric and has the decomposition

Π = VΠ

[
I

0

]
V T
Π =:

[
VΠ,1 VΠ,2

] [I
0

] [
V T
Π,1

V T
Π,2

]
14



with an orthogonal matrix VΠ . We obtain Π = I − VΠ,2V T
Π,2, which leads to

Π̃ = V −1
G ΠVG = I − V −1

G VΠ,2V
T
Π,2VG (cf. (22))

= I −
[
V1

V2

] [
V1

V2

]T
=

[
I − V1VT1 −V1VT2
−V2VT1 I − V2VT2

]
.

Applying (28) we obtain

M1 = (I − V2VT2 )−1V2︸ ︷︷ ︸
=V2(VT

1 V1)−1

VT1 S−1
G = V2 (VT1 V1)−1VT1︸ ︷︷ ︸

=V+
1

S−1
G , (29)

which coincides with (23).

4 Matrix function sequences

4.1 Stepping level by level

The admissible sequences of matrix functions are constructed pointwise. We start with
matrices (standing for matrix functions with frozen arguments) A,D and B. We compute
a generalized inverse of G0 := AD and fix in that way a projector Q0 := I−P0 = I−G−0 G0

onto kerG0. The starting matrices of the sequence are G0, G
−
0 , B0 := B,Π0 := P0.

Let us assume that we have determined the sequence up to level i, that means, Gi.
admissible projectors Qj, j = 1, . . . , i, and the projectors Πj = P0 . . . Pj are already
computed. Since they are admissible, the condition (cf. (17))

Πj−1Qj(I − Πj−1) = 0

holds for every level j = 1, . . . , i. We have to build Gi+1 = Gi + BiQi and an nullspace
projector Qi+1 onto kerGi+1 satisfying

Xi+1 = (N0 + · · ·+Ni)	
_
Ni ⊂ kerQi+1, (30)

or equivalently,
ΠiQi+1(I − Πi) = 0. (31)

The decomposition

Gi+1 = Ui+1

[
Si+1

0

]
V−1
i+1 (32)

provides the reflexive generalized inverse

G−i+1 = Vi+1

[
S−1
i+1 M2,i+1

M1,i+1 M1,i+1Si+1M2,i+1

]
U−1
i+1

and the nullspace projector

Qi+1 = Vi+1

[
0 0

−M1,i+1Si+1 I

]
V−1
i+1.
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The entry M1,i+1 can be computed by means of one of the proposals in Section 3 and
M2,i+1 can be set to zero.
Since we proceed pointwise with frozen arguments, to ensure continuity of the nullspace
projector and then that of the next matrix function, it is recommended to apply widely
orthogonal projectors. For widely orthogonal projectors we need an orthogonal matrix
Vi+1 (see Lemma 3.2 (3)), which requires a decomposition of Gi+1 by an SVD or by
the Householder method (decomposition of G∗i+1). After having generated Gi+1 and the
nullspace projector Qi+1 we have to provide also the next

Bi+1 = BiPi −Gi+1D
−(DΠi+1D

−)′DΠi

or, in the invariant case,
Bi+1 = BiPi.

The latter case does not present any difficulty, however, in general the involved derivative
of DΠi+1D

− represents a serious challenge. In [Lam05] finite differences are used to
approximate this derivative, which delivers quite accurate results in lower index cases and
if the relevant subspaces are invariant. A more accurate approximation of the derivative
by automatic differentiation (cf. [GW08]) is done in [LM10]. The application of automatic
differentiation needs highter smoothness assumptions as needed for the tractability index
concept itself.

4.2 Involved version for the regular case

A complete new decomposition of Gi+1 at each level appears to be expensive. In the
regular case, a possibility to make better use of results obtained in previous steps is
developed in [Lam05]. We use the representation

Gi+1 = Gi +BiQi = (Gi +WiB0Qi)Fi+1

with the projector Wi along imGi and the nonsingular matrix Fi+1 = I + G−i BiQi. For
the matrix Gj, j = 0, . . . , i we have already the decomposition

Gj = Uj
[
Sj

0

]
V−1
j

with Uj, Sj and Vj nonsingular matrices. The other components are given for j = 0, . . . , i
by

G−j = Vj
[
S−1
j M2,j

M1,j M1,jSjM2,j

]
U−1
j ,

Wj = I −GjG
−
j = Uj

[
0 −SjM2,j

I

]
U−1
j = UjT−1

u,j

[
0

I

]
U−1
j , (33)

Qj = I −G−j Gj = Vj
[

0
−M1,jSj I

]
V−1
j = Vj

[
0

I

]
T−1
l,j V

−1
j (34)

with the upper and lower triangular matrices

Tu,j :=

[
I SjM2,j

I

]
and Tl,j :=

[
I

M1,jSj I

]
.
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Using the detailed structure of the various matrices we find

Gi+1 = UiT−1
u,i

[Si
0

]
+

[
0

I

]
U−1
i B0Vi︸ ︷︷ ︸
B̄i

[
0

I

]T−1
l,i V

−1
i Fi+1.

If we write B̄i =

[
Bi

11 Bi
12

Bi
21 Bi

22

]
and decompose Bi

22 = Ũi+1

[
S̃i+1

0

]
Ṽ −1
i+1, we can use this

decomposition and obtain

Gi+1 = UiT−1
u,i

[
I

Ũi+1

]
︸ ︷︷ ︸

=:Ui+1

Si S̃i+1

0

[I
Ṽ −1
i+1

]
T−1
l,i V

−1
i Fi+1︸ ︷︷ ︸

=:V−1
i+1

. (35)

Defining Si+1 :=

[
Si

S̃i+1

]
we now have the required decomposition of

Gi+1 = Ui+1

[
Si+1

0

]
V−1
i+1 (36)

and

G−i+1 = Vi+1

[
S−1
i+1 M2,j

M1,i+1 M1,i+1Si+1M2,i+1

]
U−1
i+1.

The projector

Qi+1 = I −G−i+1Gi+1 = Vi+1

[
0 0

−M1,i+1Si+1 I

]
V−1
i+1.

is a nullspace projector for each M1,i+1.
To fix the projector, the different entries M1,i+1 can be determined as described in Section
3, where Π is replaced by Πi. The computation of M1 by (23) goes better with the step-by-
step computation. Widely orthogonal projectors are computed using the Moore-Penrose
inverse of V1 (see (29)).
The advantage of the involved step-by-step computation of the sequence is that, at each
step, we decompose only the matrix B̄i

22, whose dimension reduces from step to step.
After having computed Gi+1 and Qi+1 we have to provide

Bi+1 = BiPi −Gi+1D
−(DΠi+1D

−)′DΠi.

Here again, the challenge is the differentiation of DΠi+1D
−.

4.3 Computing characteristic values and index check

The characteristic values of the DAE under consideration, that are (see Definition 2.9 in
[LMT11]) the values

ri = rankGi, ui = dim
_
Ni,

_
Ni = ker

[
Πi−1

I −Qi

]
= ker

[
Πi−1

Gi

]
= ker

[
G∗iGi +Π∗i−1Πi−1

]
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are rank values arising as byproducts within the factorizations when generating the matrix
sequences as described in the previous subsection.
If one meets a nonzero value ui, the given DAE fails to be regular, which makes the
question

“ui = 0 ?”

to serve as a regularity test.
The determination of the tractability index of a regular DAE requires the determination
of the matrix sequence up to a nonsingular matrix Gµ. We concentrate on a regular case.
At every level Gi, i = 0, 1, . . . the characteristic value ri = rankGi is determined checking
the nonsingularity of Gi. The step-by-step algorithm of Section 4.2 delivers the charac-
teristic values successively starting from r0 = rankG0 and ri+1 = ri + riB, i = 0, 1, . . .
with riB := rank B̄i

22.
The regularity is implicitly checked computing an admissible projector at every level. In
the case of a critical point, we are faced with a rank drop of V1 if we use (23) or a singular
block Π̃22 if we apply (28).
The computation of Bi, i > 0 needs the differentiation of DΠiD

−. The factorization
Gi+1 = (Gi + WiB0Qi) (I +G−i BiQi)︸ ︷︷ ︸

nonsingular

allows to determine ri+1 = rank (Gi + WiB0Qi),

which is easier, since one can do without computing the derivative of DΠiD
−. The first

level where the derivative of DΠiD
− may influences the sequence matrix occurs for i = 2.

The check of the index-3 property needs only one differentiation, which is accurately re-
alizable by finite differences.
Algorithmic differentiation (AD) to compute the derivative ofDΠiD

− is applied in [LM11].
Using an AD tool all computations are made by Taylor polynomials and a derivative is
reduced to a shift of the Taylor series. The application of these technique requires higher
smoothness assumptions.
For time invariant linear DAEs the tractability index coincides with the Kronecker in-
dex (cf. Theorem 6.2 in [LMT11]), i.e., the numerical determination of the characteristic
values discloses the inner structure of the DAE.
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