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In this article, a method for constructing nested bases approximations to large-
scale fully populated discretizations of integral operators is introduced. The scheme
uses only few of the matrix entries for approximating the whole matrix. In this
sense, it is similar to the adaptive cross approximation method. However, its
computational complexity is improved.

1 Introduction

Let Ω ⊂ R3 be an m-dimensional manifold, m = 2, 3. We consider matrices A ∈ RI×J

aij =

∫
Ω

∫
Ω

κ(x, y)ψi(y)ϕj(x) dµy dµx, i ∈ I, j ∈ J, (1)

with index sets I and J , the m-dimensional measure µ and ansatz and trial functions ϕj, ψi,
i ∈ I and j ∈ J . For simplicity, κ, ϕj and ψi are assumed to be non-negative. The matrix A
is usually fully populated, i.e., all of its |I| · |J | entries are non-zero.

Since |I| and |J | are assumed to be large, the aim of this article is to reduce the storage
complexity of A in (1) to logarithmic-linear. A typical approach is to exploit smoothness
or similar properties of the kernel function κ : Ω × Ω → R. κ is commonly assumed to be
asymptotic smooth, i.e., for x ∈ X and y ∈ Y it holds that

|∂βx∂αy κ(x, y)| ≤ cp p! |x− y|−p|κ(x, y)| for all α, β ∈ N3
0, (2)

where p = |α|+ |β|. This assumption is known to be valid if, for instance, κ is the singularity
function of an elliptic differential operator; see for instance [7]. In this case, suitable sub-blocks
of A can be approximated by a matrix of low rank., i.e. the rank k of the approximation

UV T ≈ Ats, U ∈ Rt×k, V ∈ Rs×k, (3)

∗This work is supported by DFG collaborative research center SFB 611.
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for each block t × s ∈ P from a suitable partition P of A depends logarithmically on the
prescribed approximation accuracy. In addition to storing an approximation of A efficiently,
it is obvious that this approach can be used to speed up the multiplication of A by a vector.

The local approximation with matrices of low rank is exploited by techniques such as the
mosaic skeleton method [30] and hierarchical matrices [20, 23]. The Barnes-Hut algorithm [5],
the fast multipole method [18, 19], panel clustering [25] and the interpolation technique [12]
are based on similar ideas. Notice that the approximation by blockwise low-rank matrices
is not restricted to integral operators. It is also applicable to inverses and the factors of
the LU decomposition of second order elliptic boundary value problems even in the case of
non-smooth coefficients; see [7].

The construction of approximations (3) is usually done via analytic approximations (in-
terpolation, multipole expansion, etc.) of the kernel function κ. Kernel independent fast
multipole methods [1, 31, 13] try to avoid explicit kernel expansions using equivalent densities.
The adaptive cross approximation (ACA) method [6, 10, 8] is a purely algebraic procedure,
which allows to construct approximations (3) from few of the original matrix entries. The
analytic background of the approximation is used only in the convergence analysis. Although
this method can be easily implemented and results in approximations of high-quality in the
sense that the rank k of approximation usually differs only slightly from the optimal rank, the
storage complexity of the approximation is k(|I| + |J |) log (|I|+ |J |), whereas, for instance,
the fast multipole method and its algebraic generalization H2-matrices [24] are able to achieve
complexity k(|I| + |J |). The reason for this is that the latter methods construct approxima-
tions (3) such that the vectors of U (and V ) are chosen from the linear hull of a nested basis
U(t) ∈ Rt×k which depends on t but not on s.

Nested bases are usually constructed via analytic approximation, i.e. interpolation [24, 22]
or multipole expansion. The aim of this article is to construct nested basis approximations by a
method which is in the spirit of ACA, i.e. which is based on few of the matrix entries, and hence
to bring together the ease of use and efficiency of ACA with the improved storage complexity
of nested bases. The new method differs from the procedure presented in [11], which converts
H-matrices to H2-matrices. Our algorithm constructs nested bases approximations without
intermediate H-matrix approximation. To this end, we introduce a new form of the adaptive
cross approximation, which is adapted towards numerically stable nested basis approximation.
A related technique is used in [27, 4] for the approximation of higher-order tensors.

The article is organized as follows. In Sect. 2 we introduce properties of the matrix parti-
tion on which the approximation is based. Sect. 3 reviews the adaptive cross approximation
method, which is used in Sect. 4 to construct nested bases approximations using only few of
the original matrix entries. The approximation error and the computational complexity is
analyzed. Finally, numerical experiments which demonstrate the improved efficiency of the
new approach in particular when using the recompression procedure from [11] are presented
in Sect. 5.

2 Matrix partitioning

The low-rank approximation (3) usually cannot be done globally. For instance, elliptic prob-
lems typically lead to singularities of κ(x, y) for x = y. An example is the Coulomb potential
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κ(x, y) = |x− y|−1. Hence, the set of matrix indices I × J of A has to be partitioned suitably.
In the case of elliptic problems, for the existence of approximations (3), the sub-block t × s
has to satisfy the so-called admissibility condition

max{diam Yt, diam Xs} ≤ η dist(Yt, Xs) (4)

with a given parameter η > 0 or min{|t|, |s|} ≤ nmin holds for a given nmin ∈ N. Here, we
make use of the notation

diam X := sup
x,y∈X

|x− y| and dist(X, Y ) := inf
x∈X, y∈Y

|x− y|

and the supports

Yt :=
⋃
i∈t

suppψi, Xs :=
⋃
j∈s

suppϕj

of clusters t ⊂ I and s ⊂ J , respectively. Equivalently to (4), the pair (Yt, Xs) has to satisfy
Xs ⊂ F(Yt) and Yt ⊂ F(Xs), where

F(D) := {x ∈ R3 : η dist(x,D) ≥ diam D}

denotes the far field of the bounded set D ⊂ R3. Notice that in order to satisfy (4), the
supports of t and s have to be far enough away from each other.

On the other hand, a suitable partition P of the matrix indices I × J must be computable
with logarithmic-linear complexity in order not to spoil the desired overall complexity. Search-
ing the set of possible partitions of I×J for a partition P which guarantees (3) seems practically
impossible since this set is considerably large. By restricting ourselves to blocks t × s made
up from rows t and columns s which are generated by recursive subdivision, P can be found
with almost linear complexity. The structure which describes the way I and J are subdivided
into smaller parts is the cluster tree.

A tree TI is called a cluster tree for an index set I if it satisfies the following conditions:

(i) I is the root of TI ;

(ii) if t ∈ TI is not a leaf, then t is a disjoint union of its sons SI(t) := {t1, t2} ⊂ TI .

We denote the set of leaves of the tree TI by L(TI). Each level of TI contains a partition of
the index set I. The depth of TI , i.e. the maximum level of clusters t ∈ TI increased by one,
will be denoted by L(TI). Cluster trees can be computed, for instance, by the bounding box
method [14] or the principal component analysis; see, for instance, [7]. The latter methods
take into account the geometric information associated with the matrix indices.

The construction of the desired partition P can be done no matter what the actual admis-
sibility condition is. The partition is usually generated by recursive subdivision of I × J . If
(4) is not satisfied for a block t× s, then (4) is checked for its sub-blocks SI(t)× SJ(s). The
recursion stops in blocks which satisfy (4) or which are small enough. The set of former blocks
are denoted by Padm, the set of latter blocks will be referred to as Pnonadm. The union of Padm

and Pnonadm constitutes the desired partition P of I × J . The constructed partition has the
property that for a given t ∈ TI a constantly bounded number crsp(t) := |{s ⊂ J : t×s ∈ P}| of
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blocks t× s appear in P . Similarly, given s ∈ TJ , the expression ccsp(s) := |{t ⊂ I : t× s ∈ P}|
is bounded by a constant. Hence, the expression

csp := max
t∈TI , s∈TJ

{crsp(t), ccsp(s)} (5)

is bounded independently of the sizes of I and J ; see [17].

3 Adaptive cross approximation

The adaptive cross approximation (ACA) method was introduced for Nyström matrices [6]
and extended to collocation matrices [10]. A version with refined pivoting strategy and a
generalization of the method to Galerkin matrices was presented in [8]. We consider sub-
blocks t × s of A ∈ RI×J defined in (1). If t × s ∈ Pnonadm, then all the entries of Ats are
stored without approximation. ACA treats each block Ats, t× s ∈ Padm, independently from
all other blocks in P . The method constructs sequences of vectors uk = ûk/(ûk)ik and vk from
the following recursion

ûk := Atjk −
k−1∑
`=1

(v`)jku` and vk := Aiks −
k−1∑
`=1

(u`)ikv`

with suitable row and column indices ik and jk satisfying (ûk)ik 6= 0; see [7] for details. In
particular, this means that only k of the original columns Atjk and rows Aiks of the sub-block
Ats have to be computed. It is known (see [7]) that

UV T = Atσ(Aτσ)−1Aτs, (6)

where U := [u1, . . . , uk], V := [v1, . . . , vk] and τ := {i1, . . . , ik} ⊂ t, σ := {j1, . . . , jk} ⊂ s.
Note that both τ and σ usually depend on both t and s. The number of operations required
for constructing the approximation

UV T ≈ Ats, (7)

is of the order k2(|t|+ |s|), while the storage required for UV T is of the order k(|t|+ |s|).
The required rank of the approximation k to satisfy a prescribed accuracy ε can be found

from inspecting the norms of ûk and vk. In the case of asymptotically smooth kernels κ, the
rank k can be guaranteed to depends logarithmically on ε. This follows from the fact that
ûk = (Rk−1)tjk and vk = (Rk−1)iks are columns and rows of the matrix Rk−1 ∈ Rt×s defined
by the iteration R0 := Ats and

Rk := Rk−1 −
(Rk−1)tjk(Rk−1)iks

(Rk−1)ikjk
, k = 1, 2, . . . .

This matrix recursion is related with the following analytic approximation of the kernel func-
tion κ: r0(x, y) = κ(x, y) and for k = 1, 2, . . .

rk(x, y) = κ(x, y)−

κ(x1, y)
...

κ(xk, y)


T

ξ(k)(x), ξ(k)(x) := M−T
k

κ(x, y1)
...

κ(x, yk)

 ∈ Rk, (8)
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with points xk and yk chosen such that

Mk :=

κ(x1, y1) . . . κ(x1, yk)
...

...
κ(xk, y1) . . . κ(xk, yk)

 ∈ Rk×k

is non-singular. In [8] we proved that

|rk(x, y)| ≤ (σk + 1) max
z∈{x,x1,...,xk}

|Ek[κz](y)|,

where Ek[f ] denotes the Lagrange interpolation error for any system of k functions and

σk := sup
x∈Xs

k∑
ν=1

|ξ(k)
ν (x)|.

Approximations of type (8) were already considered by Micchelli and Pinkus in [26], where it
is proved that such approximations are optimal with respect to the L2-norm. Furthermore,
Tyrtyshnikov et al. [15] investigated the matrix analogue of (8). If the pivoting points xi,
i = 1, . . . , k, are chosen such that Mk has maximal determinant in modulus then we obtain
σk ≤ k. In this case of so-called matrices of maximum volume, we also refer to the error
estimates in [29] which are based on the technique of exact annihilators ; see [3, 2]. In practice
it is, however, difficult to find matrices of maximum volume. Finding the pivot ik from
choosing the maximum entry in modulus in the jk-th column can be done efficiently. In this
case, one can prove the conservative bound σk ≤ 2k − 1. Hence, the low-rank approximation
UV T can be regarded as quasi-optimal. Possible redundancies among the vectors u`, v`,
` = 1, . . . , k, can be removed by orthogonalization; cf. [7]. Treating each block in Padm this
way, the total number of operations for the construction of an approximation to A ∈ R|I|×|J |
is of the order k2(|I| + |J |) log (|I|+ |J |) and the total amount of storage required is of the
order k(|I|+ |J |) log (|I|+ |J |).

ACA treats each block Ats, t × s ∈ Padm, independently from all others. However, the
low-rank approximation UV T in (7) shares common properties with other blocks. In [9] we
presented a modified technique (RACA) which exploits the existence of common column and
row bases U = (U(t))t∈TI and V = (V (t))s∈TJ of the low-rank approximations UV T among
the blocks, i.e.

Ats ≈ U(t)S(t, s)V (s)T , t× s ∈ Padm.

Notice that the matrices U and V in (7) depend on both t and s, whereas here only the (small)
matrix S(t, s) ∈ Rk×k depends on both t and s. In order to improve the storage complexity,
in [9] the bases U and V were chosen such that they can be easily recomputed each time they
are required. As a consequence, the number of operations did not improve compared with
ACA. In order to store the cluster bases efficiently, an additional property has to be exploited.
A cluster basis U = (U(t))t∈TI is called nested (see [24]) if for each t ∈ TI \ L(TI) there are
transfer matrices Ft′t ∈ Rkt′×kt such that for the restriction of the matrix U(t) to the rows t′

it holds that
U(t)|t′ = U(t′)Ft′t for all t′ ∈ SI(t). (9)

Storing a nested cluster basis requires storing U(t) for all leaf clusters t ∈ L(TI) and the
transfer matrices Ft′t, t

′ ∈ SI(t), for all t ∈ T \ L(TI). The nestedness of cluster bases is the
reason for the improved complexity of fast multipole methods and H2-matrices.
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4 Construction of nested approximations

Although ACA generates approximations of high quality, the size of the factors Atσ and Aτs
in (6) depends linearly on the number of rows |t| and the number of columns |s|. To overcome
this, our aim is to consider the approximation

Ats ≈ Atσt(Aτtσt)
−1Aτtσs(Aτsσs)

−1Aτss (10)

instead of (6) and store only the small matrix Aτtσs for each block t× s ∈ Padm. Here, τt ⊂ t
and σt ⊂ F (t) satisfying |τt| = |σt| = k, represent t and its far field

F (t) :=
⋃
{s ∈ TJ : ∃t̂ ⊃ t : t̂× s ∈ Padm} ⊂ {j ∈ J : Xj ⊂ F(Yt)},

respectively. The (large) matrices Atσt(Aτtσt)
−1 and (Aτsσs)

−1Aτss will be approximated by
matrices U(t) ∈ Rt×σt and V (s) ∈ Rs×τs which are constructed as nested bases. The aim of
this section is to prove error estimates for the special type of low-rank approximation

Ats ≈ U(t)AτtσsV (s)T .

Notice that one could also store (Aτtσt)
−1Aτtσs(Aτsσs)

−1 for each block t × s ∈ Padm and
represent Atσt and Aτss recursively. This, however, leads to a numerically unstable algorithm,
because the matrices Aτtσt are close to singular (their singular values decay exponentially as
we shall see in Lemma 1) and its inverse can be treated in a stable way only as a product
with At′σt , t

′ ⊂ I.
Let t ∈ TI and let {q1, . . . , qkε} be a basis of Π3

p, where kε := dim Π3
p ∼ p3 and p ∈ N is the

smallest number such that p ≥ | logη ε|. We assume that there is τt = {i1, . . . , ikε} ⊂ t such
that the following two conditions are satisfied.

(i) There are coefficients ξi` such that

(ψi, qj)L2(Ω)

‖ψi‖L1

=
kε∑
`=1

ξi`
(ψi` , qj)L2(Ω)

‖ψi`‖L1

, i ∈ t, j = 1, . . . , kε, (11)

(ii) the matrix AτtF (t) has full rank.

To see that these assumptions are reasonable, let Z ∈ R|t|×kε be defined by Zij = (ψi, qj)L2(Ω),
i ∈ t, j = 1, . . . , kε. Then (i) follows from rankZ ≤ kε. The set τt is not unique. Usually,
any sub-set of t having kε elements will do. To see this, assume for the time being that
ψi = δxi . In this case, the matrix (Zi`j)`j having entries (ψi` , qj) = qj(xi`) is non-singular iff
Π3
p is unisolvent with respect to the points xi` , ` = 1, . . . , kε, i.e.

q(xi`) = 0, ` = 1, . . . , kε,

for some q ∈ Π3
p implies that q = 0. The set of tupels (xi1 , . . . , xikε ) for which Π3

p is not
unisolvent is known to be of measure zero; see [28]. Hence, we may assume that τt ⊂ t is
chosen such that also (ii) is valid. Otherwise, the rank of AtF (t) would already be bounded by
kε. A method for choosing τt and σt will be discussed later in this article.
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The following lemma states the existence of low-rank approximations consisting of linear
combinations of some of the block’s rows. Notice that with the previous assumptions it
is possible to guarantee that the rows τt used for the approximation of Ats can be chosen
independently of s. This will be crucial for this article.

Lemma 1. Let assumption (i) be valid and let κ, ϕi and ψj in (1) be non-negative. Then
there is Ξ ∈ Rt×τt and a constant c1 > 0 such that

‖At′s − ΞAτts‖F ≤ c1ε‖At′s‖F

for all t′ ⊂ t and s ⊂ F (t).

Proof. The asymptotic smoothness (2) of κ guarantees that the Taylor series with respect to
y about y′ ∈ Yt converges exponentially, i.e. we have the decomposition

κ(x, y) = Tp(x, y) +Rp(x, y),

where Tp(x, ·) ∈ Π3
p and for x ∈ Xs and y ∈ Yt

|Rp(x, y)| ≤ c̃p

(
diamYt

dist(Xs, Yt)

)p
|κ(x, y′)| ≤ c̃pη

p|κ(x, y′)|

due to Xs ⊂ F(Yt). Exchanging the roles of y and y′, we obtain in particular

|κ(x, y′)| ≤ |κ(x, y)|+ |R1(x, y′)| ≤ (1 + c̃1η)|κ(x, y)|. (12)

For simplicity we may assume that ‖ψi‖L1 = 1, i ∈ I. Then assumption (11) is equivalent
with ∫

Ω

(
ψi −

kε∑
`=1

ξi`ψi`

)
q(y) dµy = 0

for all q ∈ Π3
p. From

aij −
kε∑
`=1

ξi`ai`j =

∫
Ω

∫
Ω

(
ψi(y)−

kε∑
`=1

ξi`ψi`(y)

)
κ(x, y)ϕj(x) dµy dµx

=

∫
Ω

∫
Ω

(
ψi(y)−

kε∑
`=1

ξi`ψi`(y)

)
[κ(x, y)− Tp(x, y)]ϕj(x) dµy dµx

=

∫
Ω

∫
Ω

(
ψi(y)−

kε∑
`=1

ξi`ψi`(y)

)
Rp(x, y)ϕj(x) dµy dµx

we see that

|aij −
kε∑
`=1

ξi`ai`j| ≤ c̃p

(
1 +

kε∑
`=1

|ξi`|

)
ηp max

ν∈τt∪{i}

∫
Ω

∫
Ω

|ψν(y)||κ(x, y)||ϕj(x)| dµy dµx.
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Estimate (12) implies∫
Ω

|ψν(y)||κ(x, y)| dµy ≤ max
y∈supp ψν

|κ(x, y)| ≤ c min
y∈supp ψi

|κ(x, y)| ≤ c

∫
Ω

|ψi(y)||κ(x, y)| dµy.

The non-negativity of ψi, ϕj, and κ leads to

|aij −
kε∑
`=1

ξi`ai`j| ≤ cc̃p

(
1 +

kε∑
`=1

|ξi`|

)
ηp|aij|.

The matrix Ξ ∈ Rt′×τt having the entries ξi` guarantees that

‖At′s − ΞAτts‖F ≤ cc̃p(1 + ‖Ξ‖∞)ηp‖At′s‖F .

Notice that Lemma 1 implies that the singular values of the matrix Aτtσt decay exponentially
to zero as stated before. The following lemma uses the previous to establish the existence of
low-rank approximations of ACA type.

Lemma 2. Let assumptions (i) and (ii) be valid. Then there is σt ⊂ F (t), |σt| = |τt|, such
that

‖At′s − At′σt(Aτtσt)−1Aτts‖F ≤ c2ε‖At′F (t)‖F for all s ⊂ F (t), t′ ⊂ t, (13)

where c2 := c1(1 + ‖(Aτtσt)−1Aτts‖F ).

Proof. Let Ξ ∈ Rt′×τt be as in Lemma 1. According to assumption (ii) there is σt ⊂ F (t),
|σt| = |τt|, such that Aτtσt is invertible. Then we have

At′s − At′σt(Aτtσt)−1Aτts = {At′s − ΞAτts} − {At′σt − ΞAτtσt} (Aτtσt)
−1Aτts

and hence with c := ‖(Aτtσt)−1Aτts‖F

‖At′s − At′σt(Aτtσt)−1Aτts‖F ≤ ‖At′s − ΞAτts‖F + c‖At′σt − ΞAτtσt‖F
≤ c1ε(‖At′s‖F + c‖At′σt‖F ) ≤ c2ε‖At′F (t)‖F .

The second last estimate follows from Lemma 1, because s, σt ⊂ F (t).

Remark. Note that Lemma 2 holds true for every choice σt ⊂ F (t) with Aτtσt invertible.

Let t′ ⊂ t. If the matrix
Bt′t := At′σt(Aτtσt)

−1 (14)

is applied to columns Aτtj, j ∈ F (t), then (Bt′tAτtj)τt = At′∩τtj and according to Lemma 2

‖At′j −Bt′tAτtj‖2 ≤ c2ε‖At′F (t)‖F ,

i.e. Bt′tAτtj approximates At′j. Hence, Bt′t may be regarded as the algebraic form of an
interpolation operator. The following lemma estimates the accuracy when expressing Bt′t by
the product Bt′t′Bτt′ t

of two interpolation operators. Notice that the estimate is valid only on
“smooth functions” Aτts, s ⊂ F (t).
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Lemma 3. Let t′ ∈ TI satisfy t′ ⊂ t. Then for all s ⊂ F (t) it holds that

‖[Bt′t −Bt′t′Bτt′ t
]Aτts‖F ≤ c3ε‖At′J‖F .

Proof. From

[Bt′t −Bt′t′Bτt′ t
]Aτts = At′s −Bt′t′Aτt′s − (At′s −Bt′tAτts) +Bt′t′ [Aτt′s −Bτt′ t

Aτts]

it follows using Lemma 2 that

‖[Bt′t −Bt′t′Bτt′ t
]Aτts‖F ≤ c2ε

(
‖At′F (t′)‖F + ‖At′F (t)‖F + ‖Bt′t′‖F‖Aτt′F (t)‖F

)
≤ c2(2 + ‖Bt′t′‖F )ε‖At′J‖F .

Similar results as for the row clusters t can be obtained for column clusters s provided
assumptions analogous to (i) and (ii) are made. In particular, for a given s ∈ TJ this defines
clusters σs ⊂ s and τs ⊂ F ′(s), |τs| = |σs|, where

F ′(s) :=
⋃
{t ∈ TI : ∃ŝ ⊃ s : t× ŝ ∈ Padm}.

For s′ ⊂ s we investigate the matrix

Cs′s := (Aτsσs)
−1Aτss′ . (15)

Due to the analogy, we omit the proofs.

Lemma 4. Let assumptions analogous to (i) and (ii) be valid. Then there is τs ⊂ F ′(s),
|τs| = |σs|, such that

‖Ats′ − Atσs(Aτsσs)−1Aτss′‖F ≤ c4ε‖AIs′‖F
for all t ⊂ F ′(s) and s′ ⊂ s.

Lemma 5. Let s′ ∈ TJ satisfy s′ ⊂ s. Then for all t ⊂ F ′(s) it holds that

‖Atσs [Cs′s − Cs′s′Cσs′s]‖F ≤ c5ε‖AIs′‖F .

4.1 Construction of nested row and column spaces

The construction of nested bases is usually done by analytic constructions. Fast multipole
methods [18, 19] are based on multipole expansions which have to be adapted to the respective
kernel function κ. H2-matrix approximations are usually constructed via interpolation; see
[24, 22]. In this section, we construct the nested bases with a purely algebraic technique which
is based on the original matrix entries and thus avoids explicit kernel expansions. In this sense
the presented construction is in the class of kernel independent fast multipole methods; see
[1, 31, 13]. We define a nested basis U consisting of matrices U(t) ∈ Rt×σt for each t ∈ TI in
a recursive manner starting from the leaves of TI . For leaf clusters t ∈ L(TI) set

U(t) := Btt,
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where Btt is defined in (14). Assume that matrices U(t′) have already been constructed for
the sons t′ ∈ SI(t) of t ∈ TI \ L(TI). Then in view of (9) we define

U(t)|t′ := U(t′)Bτt′ t
, t′ ∈ SI(t). (16)

Before we will prove in the following theorem that U(t) approximates Atσt(Aτtσt)
−1 for

all t ∈ TI , let us investigate the complexity of the construction of U . Since the set of leaf
clusters L(TI) constitutes a partition of I and for each cluster t ∈ L(TI) the |t| × kt-matrix
Btt with kt ≤ min{kε, |t|} has to be stored, at most kε|I| units of storage are required for all
U(t), t ∈ L(TI). Similarly, the number of arithmetical operations for computing all matrices
Btt = Atσt(Aτtσt)

−1, t ∈ L(TI), is of the order∑
t∈L(TI)

k2
t |t|+ k3

t ≤
∑

t∈L(TI)

2k2
t |t| ≤ 2k2

ε |I|.

Additionally, storing the matrices Bτt′ t
∈ Rkt′×kt requires∑

t∈TI\L(TI)

∑
t′∈SI(t)

kt′kt ≤ 2
∑
t∈TI

min{k2
ε , |t|2} ≤ 6kε|I|

due to max{kt′ , kt} ≤ min{kε, |t|} and the estimate (see [7, Lemma 1.21], [21])∑
t∈TI

min{c, |t|2} ≤ 3
√
c|I|. (17)

The number of operations for computing the matrices Bτt′ t
= Aτt′σt(Aτtσt)

−1 is bounded by∑
t∈TI\L(TI)

∑
t′∈SI(t)

kt′k
2
t + k3

t ≤ 2kε
∑

t∈TI\L(TI)

∑
t′∈SI(t)

k2
t ≤ 4kε

∑
t∈TI

min{k2
ε , |t|2} ≤ 12k2

ε |I|.

As a consequence, O(k2
ε |I|) arithmetical operations and O(kε|I|) units of storage are required

for the construction of the nested basis U defined in (16).

Theorem 1. Let t ∈ TI and let ` = L(Tt) denote the depth of the cluster tree Tt. Then

‖[U(t)− Atσt(Aτtσt)−1]Aτts‖F ≤ c6ε‖AtJ‖F for all s ⊂ F (t),

where

c6 :=

√
2c3(
√

2cB)`−1√
2c2
B − 1

and cB := max{‖(Aτtσt)−1Aτts‖F , s ⊂ F (t), t ∈ TI \ L(TI)}.

Proof. The assertion is proved by induction. It is obviously true for leaf clusters. Assume
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that it is valid for the sons SI(t) of t ∈ TI \ L(TI). Then

‖[U(t)− Atσt(Aτtσt)−1]Aτts‖2
F =

∑
t′∈SI(t)

‖[U(t)|t′ − At′σt(Aτtσt)−1]Aτts‖2
F

=
∑

t′∈SI(t)

‖[U(t′)Bτt′ t
−Bt′t]Aτts‖2

F

≤ 2
∑

t′∈SI(t)

‖[U(t′)− At′σt′ (Aτt′σt′ )
−1]Aτt′σt(Aτtσt)

−1Aτts‖2
F + ‖[Bt′t −Bt′t′Bτt′ t

]Aτts‖2
F

≤ 2
∑

t′∈SI(t)

c2
B‖[U(t′)− At′σt′ (Aτt′σt′ )

−1]Aτt′σt‖
2
F + c2

3ε
2‖At′J‖2

F

= 2c2
3ε

2‖AtJ‖2
F + 2c2

B

∑
t′∈SI(t)

‖[U(t′)− At′σt′ (Aτt′σt′ )
−1]Aτt′σt‖

2
F .

The last estimate follows from Lemma 3. Setting

αt′ = ‖[U(t′)− At′σt′ (Aτt′σt′ )
−1]Aτt′σt‖

2
F ,

we obtain the recurrence relation

αt′ ≤ 2c2
3ε

2‖At′J‖2
F + 2c2

B

∑
t′′∈SI(t′)

αt′′ , t′ ∈ TI \ L(TI).

With αt′ = 0 for t′ ∈ L(TI) this leads to

αt′ ≤ 2c2
3

(2c2
B)`−1 − 1

2c2
B − 1

ε2‖At′J‖2
F ,

where ` denotes the depth of the sub-tree Tt′ . Hence,

‖[U(t)− Atσt(Aτtσt)−1]Aτts‖2
F ≤ 2c2

3ε
2‖AtJ‖2

F + 2c2
B

∑
t′∈SI(t)

αt′

≤ 2c2
3ε

2 (2c2
B)` − 1

2c2
B − 1

‖AtJ‖2
F ,

which is the assertion.

Remark. The size of cB depends on the choice of τt and σt. We have already mentioned that
Aτtσt is close to singular, because τt ⊂ t and σt ⊂ F (t). Nevertheless, the norm of products of
the form At′σt(Aτtσt)

−1 or (Aτtσt)
−1Aτts is bounded by a small constant cB; see the discussion

on σk in Sect. 3. Computations show that cB ∼ |τt| ∼ | log ε|3. Rigorous estimates for cB will
be proved in a forthcoming article.

Similarly, for s ∈ L(TJ) we set V (s) = CT
ss, where Css is defined in (15). Assume that

matrices V (s′) have already been constructed for the sons s′ ∈ SJ(s) of s ∈ TJ \ L(TJ). Then
we define

V (s)|s′ := V (s′)CT
σs′s

, s′ ∈ SJ(s). (18)

The complexity estimates on the column basis U also apply to the row bases V := (V (s))s∈TJ ,
i.e. O(k2

ε |J |) arithmetical operations and O(kε|J |) units of storage are required for V .

11



Theorem 2. Let s ∈ TJ and let ` = L(Ts) denote the depth of the cluster tree Ts. Then there
is c7 > 0 such that

‖Atσs [(Aτsσs)−1Aτss − V (s)T ]‖F ≤ c7ε‖AIs‖F
for all t ⊂ F ′(s).

4.2 Matrix approximation

Let t× s ∈ Padm. Using the previously constructed bases U and V , we will employ

U(t)S(t, s)V (s)T ,

where
S(t, s) := Aτtσs , (19)

as an approximation to Ats. The amount of storage required for S(t, s) and the number of
arithmetical operations for its computation can be estimated by∑

t×s∈P

ktks ≤
1

2

∑
t×s∈P

k2
t + k2

s ≤
1

2

∑
t∈TI

∑
s:t×s∈P

min{k2
ε , |t|2}+

1

2

∑
s∈TJ

∑
t:t×s∈P

min{k2
ε , |s|2}

≤ csp

2

(∑
t∈TI

min{k2
ε , |t|2}+

∑
s∈TJ

min{k2
ε , |s|2}

)

≤ 3

2
cspkε(|I|+ |J |)

due to (17). Notice that this also includes the construction of Ats, t× s ∈ Pnonadm.

Theorem 3. Let t× s ∈ Padm. For the approximation error it holds that

‖Ats−U(t)S(t, s)V (s)T‖F ≤ (c2 + c6‖Css‖F )ε‖AtJ‖F + (c4‖Btt‖F + c7‖U(t)‖F )ε‖AIs‖F . (20)

Proof. We have that

Ats −BttS(t, s)Css = Ats −BttAτts +Btt [Aτts − AτtσsCss] .

From Lemma 2 it follows that ‖Ats−BttAτts‖ ≤ c2ε‖AtJ‖F , and from Lemma 4 we have that
‖Aτts − AτtσsCss‖F ≤ c4ε‖AIs‖F . Therefore,

‖Ats −BttS(t, s)Css‖F ≤ ε(c2‖AtJ‖F + c4‖Btt‖F‖AIs‖F ).

Furthermore, Theorem 1 and Theorem 2 yield

‖U(t)S(t, s)V (s)T −BttS(t, s)Css‖F
≤ ‖U(t)‖F‖S(t, s)[V (s)T − Css]‖F + ‖Css‖F‖[U(t)−Btt]S(t, s)‖F
≤ ‖U(t)‖F c7ε‖AIs‖F + ‖Css‖F c6ε‖AtJ‖F ,

which proves the assertion.

12



Gathering the previously analyzed steps, we obtain the following algorithm for the con-
struction of the approximation of A ∈ RI×J .

1. Generate the entries of all blocks Ats, t× s ∈ Pnonadm;

2. Generate the nested basis U via (16) and the pivotal indices τt, σt for each t ∈ TI ;

3. Generate the nested basis V via (18) and the pivotal indices τs, σs for each s ∈ TJ ;

4. Generate S(t, s) for all blocks t× s ∈ Padm via (19).

As previously analyzed, these four steps require O((|I|+|J |)| log ε|6) arithmetical operations
and O((|I| + |J |)| log ε|3) units of storage. Notice that for boundary integral operators in
R3 it can be expected that kt ∼ p2 = dlogη εe2 due to the adaptivity when constructing
the nested bases via ACA, which leads to complexities O((|I| + |J |)| log ε|4) and O((|I| +
|J |)| log ε|2), respectively. Hence, the new method saves one logarithmic factor compared with
the approximation by H-matrices via ACA.

4.3 The choice of representor sets τt and σt

While the pivots τ and σ in ACA (6) can be found adaptively for each block t × s, τt and
σt in (10) have to be known a-priory. For a given set t ⊂ I, the pivots τt ⊂ t representing t
and the far field pivots σt ⊂ F (t) representing F (t) have to be chosen such that the matrix
Aτtσt is invertible in a numerically stable way, i.e. the norms of Atσt(Aτtσt)

−1 and (Aτtσt)
−1Aτts

are small for all s ⊂ F (t). In this section, two possible ways of constructing τt and σt
will be presented. Both methods start from rich enough sets τ̃t ⊂ t and σ̃t ⊂ F (t), i.e.
|τ̃t|, |σ̃t| ≥ kε, such that Aτ̃tσ̃t has full rank. In a second step, suitable subsets τt ⊂ τ̃t and
σt ⊂ σ̃t with kt := |τt| = |σt| ≤ kε and the above mentioned properties are chosen from τ̃t and
σ̃t, respectively:

1. apply ACA with accuracy ε to the matrix Aτ̃tσ̃t (likewise with global pivoting);

2. use the row pivots {i1, . . . , ikt} and column pivots {j1, . . . , jkt} chosen by ACA as the
representor sets τt and σt, respectively.

Constructing τt and σt from larger sets has several advantages. First of all, we can adapt
the rank kt ≤ kε to the properties of the cluster basis and hence improve the storage costs.
Secondly, ACA automatically guarantees that the matrix Aτtσt is invertible, which is crucial
for the interpolation process, i.e. for the definition of the matrix Bt′t. Furthermore, by slightly
modifying the ACA algorithm one can compute the LU decomposition of Aτtσt as a byproduct.
Therefore, the expressions At′σtA

−1
τtσt and A−1

τtσtAτts can then be evaluated simply by applying
forward and backward substitution.

Note that reducing the representor sets via ACA does not change the error analysis in
Sect. 4.1. Inspecting the proof of Theorem 3 and its preceding lemmas shows that any choice
of sets τt ⊂ t and σt ⊂ F (t) satisfying

‖At′s − At′σtA−1
τtσtAτts‖F ≤ cε‖AtF (t)‖F for all s ⊂ F (t), t′ ⊂ t, (21)
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instead of (13) in Lemma 2 yields a nested cluster basis with an approximation property
similar to (20). One can see that replacing (13) by (21) will change only the constant in
Theorem 1. The following lemma shows that the estimate (21) can be preserved.

Lemma 6. Assume that (13) holds for τt ⊂ t and σt ⊂ F (t), i.e.

‖At′s − At′σtA−1
τtσtAτts‖F ≤ ε‖At′F (t)‖F for all s ⊂ F (t), t′ ⊂ t. (22)

Then for any pair of subsets ξt ⊂ τt and χt ⊂ σt satisfying that Aξtχt is invertible and

‖Aτtσt − AτtχtA−1
ξtχt

Aξtσt‖F ≤ ε‖Aτtσt‖F , (23)

we have that (21) holds with c := 1 + cB(‖Bt′t‖F + ‖A−1
ξtχt

Aξtσt‖F ) + ‖At′χtA−1
ξtχt
‖F .

Proof. This can be easily seen from the equation

At′s − At′χt(Aξtχt)−1Aχts = At′s − At′σt(Aτtσt)−1Aτts +Bt′t(Aτtσt − AτtχtA−1
ξtχt

Aξtσt)Cst

− (At′χt −Bt′tAτtχt)A
−1
ξtχt

AξtσtCst − At′χtA−1
ξtχt

(Aξts −BξttAτts).

Using (22) and (23), we obtain the assertion.

In the numerical results two methods for constructing the latter sets τ̃t and σ̃t will be
compared. Both are motivated by the relation of ACA with interpolation.

Geometric construction

Let t ⊂ I. Our aim is to select a sub-set χ(t) ⊂ t, |χ(t)| = min{kε, |t|}, representing t in some
sense. If kε ≥ |t|, then we choose χ(t) := t. In the other case, let M(t) := {mi, i ∈ t} ⊂ R3

be a set of points associated with the supports Xi, i ∈ t. A box QM ⊂ R3 with minimal side
lengths containing M can, for instance, be computed by the principal component analysis
of the points in M(t). The main directions of QM are the orthogonal eigenvectors of the
covariance matrix

Ct :=
∑
i∈t

(mi − cM)(mi − cM)T ,

where cM := 1
|t|
∑

i∈tmi denotes the centroid of M(t). QM is then discretized using a tensor

grid G with kε = dlogη εe3 points (e.g. dlogη εe Chebyshev nodes in each spatial direction),
and we define

χ(t) := {ij ∈ t : mij is closest to a grid point j = 1, . . . , kε of G}.

Remark. In order to guarantee that a chosen point mij is not used twice, we remove it from
M . This guarantees that |χ(t)| = min{kε, |t|} and the construction of χ(t) can be done with
O(kε|t|) operations.

The method from above defines τ̃t := χ(t) for each t ∈ TI . A naive approach to choose the
far field pivots would be to define σ̃t analogously:

σ̃t := χ(F (t)).
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This would, however, lead to an O(|I| · |J |) algorithm due to the fact that |F (t)| = O(|J |).
Instead, setting Pfar(t) :=

⋃
{s ∈ TJ : t× s ∈ Padm}, we exploit the recursive relation (starting

from the clusters t with Pfar(t) 6= ∅)

F (t) = F (tf ) ∪ Pfar(t),

where tf denotes the father of t in TI . We set

σ̃t := χ(σtf ∪ Pfar(t)).

Since the cardinality of Pfar(t) is of the order csp|t|, where csp has been defined in (5), the
latter approach yields an O(kε|I|) algorithm.

Recursive construction

Another way of constructing τ̃t is based on a recursion. For the leaves set τ̃t := t if |t| is
small enough. Otherwise, we use the geometric construction from above. Assume that τ̃t′ has
already been constructed for the sons t′ ∈ SI(t) of t ∈ TI \ L(TI). Let

τ̃t :=
⋃

t′∈SI(t)

τt′ ⊂ t.

Numerical experiments confirm that this method is generally faster than the first one, since
the sets of pivots taken into account for the computation of the cluster basis are smaller. On
the other hand, it turns out that the latter method may lead to a lower accuracy. This is due
to the fact that too small subsets τt of t in Lemma 1 imply a less reliable approximation of
the kernel function κ.

4.4 Application of the approximation to a vector

Since the constructed approximation is similar to an H2-matrix, the matrix-vector multipli-
cation y := y + Ax of a matrix A by a vector x ∈ RJ can be done by the usual three-phase
algorithm (cf. [24]). The following algorithm is a consequence of the decomposition

Ax ≈
∑

t×s∈Pnonadm

Atsxs +
∑

t×s∈Padm

U(t)S(t, s)V (s)Txs.

1. Forward transform
In this first phase, transformed vectors x̂(s) := V (s)Txs are computed for all s ∈ TJ .
Exploiting the nestedness (18) of the cluster bases V , one has the following recursive
relation

x̂(s) = V (s)Txs =
∑

s′∈SJ (s)

Cσs′sV (s′)Txs′ =
∑

s′∈SJ (s)

Cσs′sx̂(s′),

which has to be applied starting from the vectors x̂(s) := V (s)Txs, s ∈ L(TJ).
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2. Far field interaction
In the second phase, the products S(t, s)x̂(s) are computed and summed up over all
clusters s satisfying t× s ∈ Padm:

ŷ(t) :=
∑

s:t×s∈Padm

S(t, s)x̂(s), t ∈ TI .

3. Backward transform
The third phase transforms the vectors ŷ(t) to the target vector y. The nestedness (16)
of the cluster basis U provides the following recursion, which descends the cluster tree
TI :

(a) Compute ŷ(t′) := ŷ(t′) +Bt′tŷ(t) for all t′ ∈ SI(t);
(b) Compute yt := yt + U(t)ŷ(t) for all clusters t ∈ L(TI).

4. Near field interaction
For all t× s ∈ Pnonadm compute yt := yt + Atsxs.

The number of operations required to perform step 1 to 4 is of the order O(kε(|I| + |J |));
see [21].

5 Numerical experiments

In this section, we test the algorithm by approximating matrices A ∈ RI×I arising from the
discretization of the classical single layer potential operator on two boundaries “cylinder” and
“hinge”, i.e., the matrix entries are defined as in (1) with piecewise constant basis functions
ϕi = ψi, i ∈ I = J , and the singularity function

κ(x, y) =
1

4π|x− y|
.

Due to symmetry, it suffices to compute the upper triangular part of the matrix approximant,
where for admissible blocks t× s we have Ats ≈ U(t)S(t, s)U(s)H . For the computation of the
representor sets τt and σt one of the two methods explained in Sect. 4.3 is used. The geometric
one will be referred to as “ACAgeo”, the recursive method will be labeled “ACAmerge”.

For partitioning I × I, the minimal cluster size nmin = 15 and the parameter η = 0.8 is
used. When comparing the nested basis approach with the standard ACA approach, we choose
the value η = 1.1 (in terms of computational costs) for computing H-matrices via ACA. In
the following tables, the achieved accuracy (labeled “acc.”) of an H2-matrix computed by
nested ACA is the relative error in spectral norm between the latter matrix and the H-matrix
obtained by the standard ACA. Furthermore, the compression rate (labeled “compr.”), i.e.
the reduction in memory over entrywise storage, and the CPU time of a single matrix-vector
multiplication (labeled “MV mult.”) will be presented. All computations were performed
using the AHMED-library1 on a single core of an Intel Xeon processor running at 2.53 GHz.

Table 1 and Table 2 compare the H2-matrices obtained from the methods ACAmerge and
ACAgeo. ACAmerge shows a slight advantage in speed, which becomes clearer for larger
numbers of degrees of freedom.
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Table 1: Comparison of ACAmerge and ACAgeo with ε = 10−3

ACAmerge ACAgeo
Dofs time compr. acc. time compr. acc.

3136 (cylinder) 4.0s 13.77% 3.8−3 4.0s 13.67% 2.3−3

12288 (cylinder) 13.5s 3.11% 4.4−3 13.7s 3.12% 1.2−2

24448 (hinge) 35.1s 2.10% 6.3−3 35.6s 2.10% 8.8−4

97792 (hinge) 109.5s 0.41% 3.1−2 112.4s 0.42% 4.5−2

Table 2: Comparison of ACAmerge and ACAgeo with ε = 10−4

ACAmerge ACAgeo
Dofs time compr. acc. time compr. acc.

3136 (cylinder) 7.7s 22.57% 4.4−6 7.9s 22.49% 2.8−6

12288 (cylinder) 25.71s 4.91% 5.1−4 27.1s 4.97% 5.5−4

24448 (hinge) 61.8s 3.13% 2.7−3 65.0s 3.18% 3.7−3

97792 (hinge) 186.5s 0.59% 3.3−3 199.4s 0.59% 2.9−4

In Tables 3 and 4, one observes the improvement of nested ACA over standard ACA in
building time, compression rate and performance of the matrix-vector multiplication. For
small numbers of degrees of freedom the standard ACA approach might perform better.

Table 3: Comparison of standard and nested ACA with ε = 10−3

Dofs time compr. MV mult. acc.

3136 (cylinder)
nested: 4.00s 13.77% 0.0031s

3.8−3standard: 4.21s 13.18% 0.0028s

12288 (cylinder)
nested: 13.54s 3.11% 0.0119s

3.2−3standard: 22.83s 4.45% 0.0143s

24448 (hinge)
nested: 35.05s 2.10% 0.0306s

4.5−3standard: 60.96s 2.90% 0.0364s

97792 (hinge)
nested: 109.5s 0.41% 0.1028s

7.1−3standard: 302.6s 0.87% 0.1940s

Finally, we compare whether the nested ACA approximant can be further improved in terms
of storage costs. For this purpose we use the recompression procedure [11] after building the
matrix approximation. In Table 5 and Table 6 we compare storage costs and computation
time of ACA and nested ACA after coarsening the H-matrix using the technique in [16] and
recompressing the H2-matrix, respectively. We observe that the storage costs of nested ACA
can be improved by a factor 2, whereas recompressing the H-matrix obtained from standard

1see http://bebendorf.ins.uni-bonn.de/AHMED.html
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Table 4: Comparison of standard and nested ACA with ε = 10−4

Dofs time compr. MV mult. acc.

3136 (cylinder)
nested: 7.73s 22.57% 0.0051s

4.4−6standard: 5.70s 18.44% 0.0038s

12288 (cylinder)
nested: 25.7s 4.91% 0.0175s

5.1−4standard: 31.4s 6.43% 0.0209s

24448 (hinge)
nested: 61.8s 3.13% 0.0436s

2.7−3standard: 86.4s 4.36% 0.0562s

97792 (hinge)
nested: 186.5s 0.59% 0.1406s

3.3−3standard: 435.8s 1.34% 0.3011s

ACA leads to only small improvements.
In conclusion, the improvement in memory requirements of nested ACA in combination with
H2-matrix recompression is significant compared with the standard ACA approach, especially
for large numbers of degrees of freedom.

Table 5: Recompression of matrix obtained from standard and nested ACA, ε = 10−3

Dofs time compr. MV mult. acc.

3136 (cylinder)
nested: 0.04s 7.28% 0.0018s

3.8−3standard: 0.17s 11.76% 0.0023s

12288 (cylinder)
nested: 0.13s 1.87% 0.0081s

3.5−3standard: 0.62s 4.06% 0.0124s

24448 (hinge)
nested: 0.29s 1.38% 0.0227s

1.1−2standard: 1.94s 2.49% 0.0296s

97792 (hinge)
nested: 0.99s 0.29% 0.0812s

3.7−2standard: 6.81s 0.77% 0.1639s
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