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SUMMARY

In the present paper we give an overview on multiscale algorithms for the solution of

boundary integral equations which are based on the use of wavelets. These methods have

been introduced �rst by Beylkin, Coifman, and Rokhlin [5]. They have been developed

and thoroughly investigated in the work of Alpert [1], Dahmen, Proessdorf, Schneider [16-

19], Harten, Yad-Shalom [25], v.Petersdor�, Schwab [33-35], and Rathsfeld [39-40]. We

describe the wavelet algorithm and the theoretical results on its stability, convergence,

and complexity. Moreover, we discuss the application of the method to the solution of

a two-dimensional scattering problem of acoustic or electromagnetic waves and to the

solution of a �xed geodetic boundary value problem for the gravity �eld of the earth. The

computational tests con�rm the high compression rates and the saving of computation

time predicted by the theory.
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1. INTRODUCTION

Boundary element methods (BEM) are known to be a good tool for the solution of

some classes of boundary value problems for partial di�erential equations. Frequently,

however, the fact that the arising sti�ness matrices are dense causes a lot of problems in

the implementation. For example, the solution of a boundary element system with about

100 000 unknowns requires a storage capacity of about 80 Gigabytes. Clearly, also the

computation time for the processing of such an amount of data is considerably long. To

reduce storage and computation time, there have been introduced several methods. We

only mention the method of multipole expansion by Rokhlin and Greengard [42,23], the

panel clustering of Hackbusch and Nowak [24,46], and the splitting methods of Amosov

[3], Saranen and Vainikko [44]. Note that h-p schemes can also be considered as a method

to improve computation time and to reduce storage.

In the present paper, we will discuss algorithms which are calledmultiscale methods and

which are well-known from their application to �nite element methods. For �nite element

methods, however, the matrices of the linear equations are sparse, and the multiscale

approach is used only to construct preconditioners for the iterative solution of the matrix

equations. This feature is important for the BEMs, too. Namely, in case of integral

operators of order di�erent from zero, the condition numbers of the traditional BEM

matrices increases rapidly if the mesh size tends to zero whereas the condition numbers of

the BEM matrices corresponding to wavelet bases multiplied by diagonal preconditioners

remain bounded. In addition to this preconditioning, the multiscale setting also provides

a good tool to develop fast algorithms for the multiplication of a vector times the matrices

of the BEM systems, i.e., to develop fast iterative solvers. This facility has been used

without a wavelet frame by Brandt and Lubrecht [6] and together with a wavelet scheme

in the pioneer paper by Beylkin, Coifman, and Rokhlin [5]. Note that throughout the

present paper we will use the notion of wavelets in a generalized sense.

The wavelet approach has been thoroughly investigated and further developed by sev-

eral authors. A new basis of multi wavelets for the discretization of integral equations

has been introduced by Alpert [1] and a wavelet basis for the space of test functionals in

case of collocation has been treated by Dahmen, Proessdorf, Schneider [16-19]., Harten,

and Yad-Shalom [25]. Moreover, Dahmen, Proessdorf, and Schneider [16-19] were prob-

ably the �rst who have matched the compression error to the discretization error of the

Galerkin and the collocation method, respectively. The same authors [19,47] have stressed

the importance of higher orders for the dual wavelets in biorthogonal settings, and they

have de�ned preconditioners for the BEM matrices corresponding to the wavelet basis

[18] (cf. also [14,26,48]). A further improvement of the estimates for the error due to the

compression as well as special aspects for special BEM applications have been investi-

gated by v.Petersdor� and Schwab [34-35]. The �nal step in the reduction of the number

of arithmetic operations has been achieved by Schneider [47]. He has proved that, for

the computation of a numerical solution with N degrees of freedom approximating the

exact solution with an error less than the usual discretization error, O(N) matrix entries

are su�cient. This result is obtained if the compression is extended to matrix entries

corresponding to test and trial wavelets with overlapping support. Furthermore, a suit-

able quadrature algorithm for the computation of the sti�ness matrix with respect to

the wavelet bases has been developed simultaneously by Schneider [47], v.Petersdor� and

Schwab [34] for the case of the Galerkin method and by Rathsfeld [39-40] for collocation.
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The �rst results on wavelet methods over non-uniform grids are due to Rathsfeld [39], v.

Petersdor� and Schwab [33]. The issue of adaptive wavelet methods has been discussed

by Dahlke, Dahmen, Hochmuth, and Schneider [11]. Finally, we mention that the �rst

steps to handle unstructured grids have been performed by Carnicer, Dahmen, Pe~na [7],

and Sweldens [49] (cf. also [15]), and numerical tests have been reported e.g. in the papers

by Dorobantu [21] and by Dahmen, Kleemann, Proessdorf, and Schneider [12,13].

The plan of the paper is as follows. In Section 2 we will make a few remarks on

boundary integral operators and introduce the integral operators for the direct time-

harmonic scattering problem and for the geodetic boundary value problem. The trial

space and its multiscale decomposition will be introduced in Section 3. We will de�ne

the wavelet functions in a general setting. In particular, we will describe the piecewise

linear wavelets with smallest support which are employed in the numerical experiments.

Section 4 is devoted to the wavelet algorithm for the fast solution of the Galerkin BEM

equations. Thus, we will present compression strategies, error estimates, a remark on

the quadrature approximation, and theorems on the diagonal preconditioning. In Section

5 we will consider the collocation method in an analogous manner. We will introduce

wavelet test functionals and de�ne the wavelet algorithm for the collocation. Finally, we

present the results of numerical tests.

2. BOUNDARY INTEGRAL OPERATORS

2.1. GENERAL BOUNDARY INTEGRAL OPERATORS

The �rst step of BEM consists in the reduction of boundary value problems to equiv-

alent integral operators. For example, suppose a boundary value problem for an elliptic

partial di�erential equation over a domain D in the n + 1 dimensional Euclidean space

IRn+1 is to be solved. Then we can seek a solution in the form of an integral representa-

tion, e.g., in form of the representation formula for the solution of the partial di�erential

equation. Clearly, the representation includes one or more yet unknown density func-

tions de�ned over the boundary � of D. Applying the operator of the boundary value

condition to this representation, we end up with one or more integral equations over �

for the unknown density functions. With the BEM these integral equations are solved

numerically. Finally, we get the solution to the boundary value problem by substituting

the approximate density functions into the integral representation.

Now we suppose that the boundary � is piecewise smooth, i.e., we suppose � to be

the union of the closed bounded surface pieces �m; m = 1; : : : ;m� such that, for every

m, there exists a coordinate mapping �m : 2! �m from a reference domain 2 � IRn to

�m. The domain 2 is something like a unit square or a simple triangle, and the mapping

�m is supposed to be continuously di�erentiable up to a certain degree. Moreover, we

suppose that this mapping extends to a mapping over a small neighbourhood of 2. Note
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that, frequently, the parametric surface representation is provided by CAD, CAGD (cf.

e.g. freeform surfaces, NURBS, and the standards for format: IGES ).

Usually, the boundary integral operator over � is a matrix of integral operators of

di�erent types. In the simplest case, the boundary integral equation takes the form

Au(x) := au(x) +

Z
�
KA(x; y)u(y)dy� = v(x); x 2 �; (1)

where a is a constant and KA(x; y) is the so called Schwartz kernel of A. Frequently,

the integral on the left-hand side of (1) is to be understood in a generalized sense. For a

certain �xed r, the kernel KA(x; y) satis�es the Calderon Zygmund estimate

j@�
x
@�
y
KA(x; y)j � C(�; �;A;�) jx� yj�(n+r+j�j+j�j) ; (2)

provided n+r+ j�j+ j�j > 0. Note that r is called the order of A and that, for su�ciently

smooth � and classical pseudodi�erential operators A, the operator A maps the Sobolev

space Hs(�) into Hs�r(�). Usually, we have a = 1; r = 0 or a = 0; r 6= 0. Finally, we

remark that, in local coordinates, (1) takes the form

Au(�k(t)) = au(�k(t)) +
m�X
m=1

Z
2

KA(�k(t); �m(s))u(�m(s))j�0m(s)jds = v(�k(t)); (3)

t 2 2; k = 1; : : : ;m�;

where j�0
m
(s)j denotes the absolute value of the derivative �0

m
(s) for n = 1 and the absolute

value of the vector product @s1�m(s)� @s2�m(s) for n = 2.

For the stability of the numerical methods, the concept of strong ellipticity plays a

crucial role. We call A strongly elliptic if A satis�es the so called G�arding inequality, i.e.,

RehAu; uiL2(�) � kuk
Hr=2(�) � jhTu; uiL2(�)j (4)

for any u 2 Hr=2(�). In (4) the operator T 2 L(Hr=2(�);H�r=2(�)) is supposed to be

compact and  stands for a positive constant independent of u.

2.2. AN INTEGRAL OPERATOR IN SCATTERING THEORY

Now we turn to a boundary integral equation for a scattering problem (for details cf.

[10]). We consider the scattering of time{harmonic acoustic and electromagnetic waves

by an in�nitely long cylindrical obstacle with a simply connected bounded cross section

D� � IR2. We suppose the boundary � of D� to be analytic and set D := IR2 nD�. The

wave corresponding to a wave number �k and de�ned in the outer domain D is the sum of

a given incoming wave win and the unknown scattered wave w. For a sound-soft obstacle,

this w is the solution of the following exterior boundary value problem for the Helmholtz

equation:

�w(x) + �k2w(x) = 0 in D; (5)

w(x) = �win(x) on � ; (6)
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@w(x)

@r
� i�kw(x) = o(r�1=2) ; r = jxj ! 1 : (7)

Here (7) is supposed to hold uniformly in all directions. This condition is called Sommer-

feld radiation condition. We seek w in form of a single-layer potential

w(x) =
1

2i

Z
�
H

(1)
0 (�kjx� yj)~u(y)dy� (8)

with the Hankel function H
(1)
0 of order zero and of the �rst kind. Using the global

parametrization � = (x1; x2) : 2 �! � over the 2� periodic interval 2, we arrive at the

boundary integral equation

(Au)(t) :=
1

2�

Z 2�

0
K(t; � )u(� )d� = v(t) ; 0 � t � 2�; (9)

where

u(t) := ~u(�(t))
q
[x01(t)]

2 + [x02(t)]
2; v(t) := �win(�(t)) ;

K(t; � ) :=
�

i
H

(1)
0 (�kr(t; � )) ; t 6= � ;

r(t; � ) :=
q
[x1(t)� x1(� )]2 + [x2(t)� x2(� )]2 :

Note that the integral operator A on the left-hand side of (9) is strongly elliptic, its order

r is �1, and the dimension of the boundary manifold is n = 1. In addition to (2), we have

jK(t; � )j � C(0; 0; A;�) log
�
maxf1; jt� � j�1g

�
; (10)

i.e., the integral equation has a logarithmic kernel.

Knowing the solution u of (9), several interesting quantities can be derived. The

scattered wave w is known to have an asymptotics of the form

w(x) =
exp(i�kjxj)q

jxj

(
u1

 
x

jxj

!
+O

 
1

jxj

!)
; jxj �! 1: (11)
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Here, the function u1 is called the far �eld pattern or scattering amplitude of w. It can

be expressed as a functional of the density u = A�1v.

u1
 
x

jxj

!
=

exp(i�
4
)p

8��k

Z 2�

0
u(t) exp

 
�i�k xjxj � �(t)

!
dt: (12)

For x=jxj = (cos �; sin �), the radar cross section is de�ned as the limit

�c(�) := 2� lim
jxj!1

x
jw(x)j2
jwin(x)j2 :

It is not hard to see that �c(�) = 2�ju1(x=jxj)j2.

2.3. AN INTEGRAL OPERATOR IN GEODESY

One fundamental problem in geodesy consists in the computation of the gravity �eld

around the earth from the gravity data measured over the known surface of the earth (for

more details cf. [27,22]). In other words, if D is the exterior of the earth, � the earth's

surface, ! the angular velocity of the rotation, g the gravity, and w the unknown potential

of the gravity �eld, then w is the solution of

�w(x) = 2!2; x 2 D;
jgrad w(x)j = g(x); x 2 �:

Introducing a well approximating reference potential w0 � w and neglecting higher or-

der non-linear terms, we arrive at the following linear oblique derivative boundary value

problem for the unknown di�erence potential �w := w � w0:

�[�w](x) = 0; x 2 D;
@l(x)[�w](x) = �g(x); x 2 �;

where �g := (g2 � g20)=2jg0j, g0 := grad w0, and l := g=jg0j. For the vector �eld l, we

suppose that, at any x 2 �, l(x) is not tangential. We seek �w in form of a single layer

potential with unknown density function ~u over the earth's surface �.

�w(x) =
1

4�

Z
�

~u(y)

jx� yjdy� (13)

Substituting this potential into the oblique derivative boundary condition and applying

the jump relation for the gradient of the single layer potential, we obtain the following

singular integral equation:

�2� � cos[n(x); l(x)] � ~u(x) + p:v:

Z
�

cos[l(x); y� x]

jy � xj2 � ~u(y) � dy� = 4� � �g(x): (14)

Here n denotes the direction of the outward pointing normal on the earth's surface �

and the integral is de�ned in the principal value sense (cf. [29]). Of course, we are not

able to discretize the whole surface of the earth. This would require too much storage
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Figure 2: Height depending on latitude and longitude.

and computation time. Thus, we restrict the surface � to a quadratic surface piece of

points with latitude between 48:600 and 56:650 and longitude between 5:350 and 13:400

(cf. Figure 2). Using a parametrization � : 2 := [0; 1]� [0; 1] �! � based on Overhauser

interpolation (cf. [32]) of uniformly distributed data, we transform (14) into the boundary

integral equation Au = v over 2 of the form

�2� cos[n(�(t)); l(�(t))]u(t) + p:v:

Z
2

cos[l(�(t)); �(s)� �(t)]

j�(s)� �(t)j2 j�(s)ju(s)ds = v(t); (15)

where u(t) := ~u(�(t)) and v(t) := 4� � �g(�(t)). Note that the singular integral operator
A is a strongly elliptic boundary integral operator de�ned over a "manifold" of dimension

n = 2 and its order r is equal to zero.

7



3. TRIAL FUNCTIONS AND MULTISCALE DECOMPOSITION

3.1. THE WAVELET FUNCTIONS

The general theory of wavelets is exhibited in the text books [8,20,28]. In contrary to

these books, we will immediately introduce wavelets on the manifold �. Thus, suppose

that � is as in Section 2.1. Using the parametrizations, we can approximate boundary

functions u : �! IR e.g. by curved �nite elements. We chose a sequence of partitions over

the reference domain 2 de�ned by the sets of grid points �0 � �1 � : : : � �j � : : : . The

space of piecewise linear functions is spanned by the �nite element basis f'j;�
k

: k 2 �jg
de�ned by '

j;�

k
(k0) = �k;k0; k

0 2 �j. Analogously, the space of piecewise polynomials of

degree less than d is spanned by similar basis functions over similar index sets. We suppose

that these basis functions are normalized such that k'j;�
k
kL2 � 1. Setting 'j

m;k
(x) =

'
j;�

k
(��1

m
(x)) ; x 2 �m, we obtain the �nite element space spanf'j

m;k
: k 2 �jg. We

denote by Sj the intersection of the span of all these spaces de�ned for m = 1; : : : ;m�

with the space C�(�) of � times continuously di�erentiable functions. In particular, we

choose � = 0 for the piecewise linear elements and � = �1, i.e., no intersection with

C�(�), for the piecewise constant elements. We note here that a choice of higher values

of � can lead to a lot of di�culties, especially, for the subsequent constructions of wavelet

bases. Even the case � = 0 is not trivial. Nevertheless, we arrive at a multiscale analysis

S0 � S1 � : : : � Sj � : : : of order d (d = 2 for piecewise linear or bilinear functions and

d = 1 for piecewise constants) and regularity  = � + 3=2. In other words, the spaces

Sj are contained in the Soblolev spaces Hs(�) of order s less than  and the Sj contain

polynomials of degree less than d. For these spaces Sj, we assume the approximation

property

inf
uj2Sj

ku� ujkHs � C2�j(t�s)kukHt; s � t � d; s <  (16)

and the inverse property

kujkHt � C2j(t�s)kujkHs; s � t < : (17)

Now we set W�1 = S0 and choose complement spaces Wj of the subspaces Sj in Sj+1.

We arrive at the multiscale decomposition Sj =
Pj�1
l=�1Wl and call the elements of these

complement spaces wavelets. By f m
l;k

: m = 1; : : : ;m�; k 2 rl := �l+1n�lg we denote
a basis of Wl which is supposed to satisfy k m

l;k
� �mkL2 � 1. The properties of the new

basis and the basis transforms depend strongly on the dual multiscale decomposition. To

introduce this, we de�ne the duality pairing for functions over � by

hf; gi :=
m�X
m=1

Z
2

f(�m(s))g(�m(s))ds; (18)

and consider a dual multiscale analysis ~S0 � ~S1 � : : : � ~Sj � : : : together with the dual

multiscale decomposition ~Sj =
Pj�1
l=�1

~Wl and the basis functions ~'j
m;k

and ~ m
l;k
. Note that
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Figure 3: Scaling function ' and re�nement equation.

the multiscale decomposition is called dual to f m
l;k
g if

h'j
m;k
; ~'

j

m0;k0
i = �k;k0�m;m0; h m

l;k
; ~ m

0

l0;k0
i = �l;l0�k;k0�m;m0: (19)

If such a dual system exists for f m
l;k
g, then the wavelets  m

l;k
are called biorthogonal

wavelets (cf. [9]). We denote the order of the dual system by d� and the parameter of

regularity by �.

For the wavelet algorithm applied to the BEM, the following two properties will be

essential:

i) The wavelet functions  m
l;k

are supposed to have a possibly small support. Typi-

cally, their support is the union of a small number of subdomains in the partition

corresponding to the grid �l.

ii) The wavelet functions  m
l;k

with l � 0 ful�ll the moment conditions of order d�, i.e.,

Z
2

 m
l;k
(�m(s))s

�ds = 0; j�j < d�: (20)

Clearly, condition ii) is a consequence of (19). If the properties i) and ii) are satis�ed,

then with the multiscale algorithm for the numerical solution of the boundary integral

equation (1) over � we seek an approximate solution for the exact solution u in the form

uj =
m�X
m=1

j�1X
l=�1

X
k2rl

um
l;k
 m
l;k
: (21)

Thus, the number N of degrees of freedom is of order O(2jn). To simplify the subsequent

formulae, we will assume m� = 1 and we write � = �1, '
j

k
= '

j

1;k, and  l;m =  1
l;m
. For

the applications from Sections 2.2 and 2.3, the assumption m� = 1 is satis�ed.

3.2. PIECEWISE LINEAR AND BILINEAR WAVELETS

Now we consider the boundary curve � of Section 2.2 given via the global parametriza-

tion � over 2 = [0; 2�]. Since we solve the parameterized integral equation, we de�ne the

multiscale functions over the periodic interval [0; 2�]. This means we de�ne the functions
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as in the Section 3.1 but with � replaced by [0; 2�] and � replaced by the identity mapping.

For [0; 2�], the nested grids can be chosen as �j := ftj
k
: t

j

k
:= khj; k = 0; :::; N � 1g

with hj := 2�j � 2� and N = Nj := 2j. The �nite element basis function '
j

k
is given over

[t
j

k�1; t
j

k+1] by '
j

k
(s) := '(s=hl � k) with

'(s) =

(
1 � jsj if jsj < 1

0 else;
(22)

(cf. Figure 3) and over [0; 2�] n [tj
k�1; t

j

k+1] we set '
j

k
to be zero. Note that the so called

scaling function ' is a re�nable function, i.e., we have (cf. Figure 3)

'(x) =
1

2
'(2x+ 1) + '(2x) +

1

2
'(2x� 1): (23)

In order to de�ne the wavelet basis functions, we introduce the shape function  by

(cf. Figure 4)

 (x) :=
1

2
'(2x + 1)� '(2x) +

1

2
'(2x� 1): (24)

Note that  is called mother wavelet. Now the basis function  l;k on the grid of level l

is the shift of the dilated function  (�=hl) to the point tl+1k
of the di�erence grid rl, i.e.,

 l;k(t) :=  ((t� tl+1
k

)=hl) if t 2 [tl+1
k�2; t

l+1
k+2] and  l;k(t) := 0 else. It is not hard to see (cf.

[39], Lemma 3.5) that these wavelets are biorthogonal in the sense of [9], with the exception

that the dual wavelets have no �nite support but decay exponentially. From [9] we infer

that these functions represent a Riesz basis. Moreover, we get d = 2; d� = 2;  = 3=2.

Now we turn to the de�nition of bilinear wavelets for the boundary integral operator of

Section 2.3. The boundary is given by the global parametrization � over 2 = [0; 1]� [0; 1].

We de�ne the functions as in Section 3.1 but with � replaced by [0; 1]�[0; 1] and � replaced
by the identity. Since the functions will be de�ned by tensor products, we begin with

univariate functions over [0; 1]. Analogously to the functions over the periodic interval

[0; 2�], we introduce the one-dimensional grids �B

j
, rB

l
and the univariate functions '

B;j

k

and  B
l;k

over [0; 1]. More exactly, we set Nl := 3 �2l, �B

l
:= fk=Nl; k = 1; : : : ; Nl�1g and

rB

l
:= �l+1 n�l and take only the hat functions '

B;j

k
(s) := '(Njs�k); k = 1; : : : ; Nj�1

vanishing at the end points of the interval. We de�ne the wavelets  B
l;k

analogously to

the case of [0; 2�]. However, we modify the  B
l;k

for k = 1 and k = Nl+1 � 1 such that

they vanish at the end points, too. The two-dimensional wavelets are now the tensor

products of these univariate functions. In other words, we set �j := �B

j
� �B

j
and

rl := �l+1 n�l = (rB

l
��B

l
)[ (�B

l
�rB

l
)[ (rB

l
�rB

l
) and de�ne the bilinear multiscale

10



basis function by

 �1;(k;m)(s; t) = '
B;0
k

(s) � 'B;0
m

(t); (25)

 l;(k;m)(s; t) =

8><
>:
 B
l;k
(s) � 'B;l

m
(t) if k 2 rB

l
and m 2 �B

l

'B;l
k
(s) �  B

l;m
(t) if m 2 rB

l
and k 2 �B

l

 B
l;k
(s) �  B

l;m
(t) if k;m 2 rB

l
;

l = 0; : : : j � 1:

For these wavelets, we again get d = 2; d� = 2, and  = 3=2.

3.3. WAVELET TRANSFORMS AND GENERAL CONSTRUCTION OF WAVELETS

Now we return to the general case of Section 3.1. In the multiscale setting, we have

the two basis f'j
k
g and f l;kg of the trial space Sj. The corresponding basis trans-

form Tj is called wavelet transform. More exactly, Tj is de�ned by Tj(dl;k)l;k = (cj
k
)k ifPj�1

l=�1

P
k2rl

dl;k l;k =
P
k2�j

cj
k
'j
k
. These transforms Tj and their inverses are uniformly

bounded with respect to the l2 matrix norm if the wavelet functions represent a Riesz

basis, i.e, if the L2 norm of a function is equivalent to the l2 norm of its coe�cients

with respect to the wavelet basis. For the biorthogonal bases of [9] and the representa-

tion uj =
Pj�1
l=�1

P
k2rl

dl;k l;k, we even have the more general norm equivalence valid for

Sobolev spaces (cf. e.g. [31,14,47])

c1 kujk2Hs �
j�1X
l=�1

X
k2rl

j2lsdl;kj2 � c2 kujk2Hs; (26)

where � < s <  and c1; c2 denote non-negative constants. Note that this equivalence is

fundamental for the preconditioning.

The application of the transform Tj can be realized by a fast pyramid scheme. To

this end, we observe that the embeddings Sj � Sj+1 and Wj � Sj+1 imply the so called

two-scale relations

'
j

k
=

X
q2�j+1

m
0;j
q;k
'j+1
q
; k 2 �j; (27)

 j;k =
X

q2�j+1

m1;j
q;k
'j+1
q
; k 2 rj := �j+1n�j: (28)

We introduce the corresponding matrices by Mj;0 := (m0;j
q;k
)q2�j+1;k2�j and Mj;1 :=

(m
1;j

q;k
)q2�j+1;k2rj . These matrices are sparse and, for the linear wavelets of Section 3.2,

even band matrices since the two-scale relations (27) and (28) on arbitrary levels are simi-

lar two (23) and (24), respectively. Using the matricesMj;0 and Mj;1, the transition from

the representation uj+1 =
P
k c

j

k
'
j

k
+
P
k dj;k j;k to the representation u

j+1 =
P
k c

j+1
k
'
j+1
k

is realized by the matrix multiplications (c
j+1
k

)k =Mj;0(c
j

k
)k +Mj;1(dj;k)k. Moreover, the

transition from uj =
Pj�1

l=�1

P
k dl;k l;k to u

j =
P
k c

j

k
'
j

k
can be performed by stepping from

level l = 0 to level l = j � 1 and multiplying by Ml := (Ml;0;Ml;1) in each step. Indeed,

if we set dl := (dl;k)k and c
l := (cl

k
)k for

P
k c

l

k
'l
k
=
P
l�1
l0=�1

P
k dl0;k l0;k, then c

j = Tj(d
l)l

11



can be computed by the multiplications corresponding to the pyramid scheme

d0 d1 � � � dj�1

& M0;1 & M1;1 & Mj�1;1

d�1 ! c1 ! c2 � � � cj�1 ! cj :

M0;0 M1;0 Mj�1;0

(29)

Since the matrices are sparse, the application of Tj requires only O(Nj) operations, where

Nj is the dimension of the space Sj.

For the inverse transform T�1
j
, we remark that, analogously to (27) and (28), we get

the two-scale relation

'j+1
q

=
X
k2�j

g
0;j
q;k
'
j

k
+
X
k2rj

g
1;j
q;k
 j;k; q 2 �j+1: (30)

We introduce the matrices Gj;0 := (g
0;j
q;k
)q2�j+1;k2�j , Gj;1 := (g

1;j
q;k
)q2�j+1;k2rj , Mj :=

(Mj;0;Mj;1) and Gj := (Gj;0;Gj;1). Clearly, G
�

j
= M

�1
j

and the wavelet transform T�1
j

can be computed by running backward through (29). On each level we have to multiply

by G�

j
, which is a band matrix for the biorthogonal wavelets in [9]. In case of the linear

wavelets of Section 3.2, G�

j
is not sparse anymore. However, the multiplication by G�

j
can

be replaced by a fast solver for band matrices applied to the matrix equation including

matrix Mj.

Now we conclude this section with a remark on the construction of new wavelets. In

many application, a simple wavelet basis with stable wavelet transforms Tj (i.e., the Tj
and T�1j are uniformly bounded with respect to j) is available, however, these functions

are not smooth enough or they do not satisfy the moment conditions of the desired order.

Then the simple wavelets can be modi�ed by changing the coe�cients in the two-scale

relations.

Lemma 1 [7,15,19,49] Let �
Mj = (Mj;0; �Mj;1) and �

Gj = ( �Gj;0; �Gj;1) = ( �M
�1

j
)� stand for

the matrices of the simple and stable wavelets. Furthermore, suppose Kj = (kj
q;k
)q;k2rj

is invertible and Lj = (l
j

q;k
)q2�j;k2rj is arbitrary. Then the matrix Mj;1 := Mj;0Lj +

�
Mj;1Kj together with Mj;0 de�nes another stable wavelet system, where Gj;0 := �

Gj;0 �
�
Gj;1(K

�

j
)�1L�

j
, Gj;1 := �

Gj;1(K
�

j
)�1 .

In particular, one can choose Kj = I to get  j;k =
P
q2�j

l
j

q;k
'j
q
+ � j;k; k 2 rj. Thus, for

any given stable completion, it is possible to construct new wavelets with a desired order

of vanishing moments. Note that a dual construction is also possible. Moreover, for sparse

matrices �
Mj and �

Gj and suitableKj and Lj, the resulting matricesMj and Gj are sparse

again. As starting points for these constructions we can choose the discontinuous piecewise

polynomials or hierarchical (nodal) basis functions for Lagrangian �nite elements. Note

that the values of the dual scaling functions can be obtained by the subdivision scheme

lim
J!1

X
�2�J

~f
j;J

k;�
'J
�

= ~'
j

k
; ( ~f

j;J

k;�
)�2�J

:=
JY
l=j

Gl;0e
j

k
; (31)

e
j

k
:= (0; � � � ;

k
^

1 ; � � � ; 0)T:

12



4. THE WAVELET-GALERKIN METHOD

4.1. CONVENTIONAL GALERKIN SCHEMES

For the solution of the boundary integral equation (1), Galerkin schemes are very

popular. With this scheme we seek an approximate solution uj 2 Sj for the exact solution
u of Au = v by solving

hAuj; wi = hv;wi; w 2 Sj : (32)

These Galerkin equations are equivalent to the equation Q�

j
Auj = Q�

j
v, where Q�

j
denotes

the h�; �i- adjoint operator of Qj and Qj stands for the orthogonal projection of Hr=2(�)

onto Sj. Recall that r is the order of operator A. The Galerkin method is called stable in

the Sobolev space Hs if, for su�ciently large j, the Galerkin operators Aj := Q�

j
AjSj 2

L(Sj) are invertible and the (Hs�r;Hs)- norm of the inverse operators are uniformly

bounded. The following result is well known:

Theorem 1 If A is a bounded, strongly elliptic, and invertible operator mapping Hs into

Hs�r for r� d � s � d, then the Galerkin method is stable in Hs for r�  < s < . The

approximate solution uj of (32) converges in H
s to the exact solution u of Au = v for any

v 2 Hs�r with s > r �  and the Galerkin error ku � ujkHs is less than C2�j(t�s)kukHt

for r� d � s � t � d; s < ; r�  < t.

The conventional BEM algorithm determines the Galerkin solution uj with respect to the

�nite element basis. In view of (32), the coe�cients u
j

k
of uj =

P
k2�j

u
j

k
'
j

k
are obtained

by solving the linear systemX
k2�j

hA'j
k
; '

j

k0
iuj

k
= hv; 'j

k0
i ; k0 2 �j : (33)

The condition number kAjkL(l2) � kA�1j kL(l2) of the N �N matrix Aj := (hA'j
k
; '

j

k0
i)k0;k2�j

is of order O(2jjrj). Thus, to �nd e�cient iterative algorithms for (33) with r 6= 0 is a

di�cult task. Diagonal preconditioners are not suitable.

4.2. THE WAVELET ALGORITHM

The wavelet method determines the Galerkin solution uj in form of the wavelet rep-

resentation uj =
P
l

P
k
ul;k l;k. The unknown coe�cients ul;k are the solutions of the

system

j�1X
l=�1

X
k2rl

hA l;k;  l0;k0iul;k = hv;  l0;k0i; k0 2 rl0; �1 � l0 � j � 1 : (34)

13



For the preconditioning of the corresponding matrix ~Aj := (hA l;k;  l0;k0i)(l0;k0);(l;k), we
introduce the diagonal matrix D�

j
:= (2�l�l;l0�k;k0)(l0;k0);(l;k).

Theorem 2 [18,14,47] Suppose � > �r

2
. The condition numbers of the preconditioned

matrices D
�r=2

j
~AjD

�r=2

j
are uniformly bounded with respect to j.

Consequently, the system (34) can be solved iteratively with a number of iterations not

depending on the mesh size 2�j .

Another advantage of the wavelet basis consists in the pseudo locality of the operator

representation, i.e., if the supports of the trial basis function  l;k and the test wavelet  l0;k0

are far from each other, then the corresponding matrix entry is small. Even if the support

of one of these two wavelets is contained in the support of the other wavelet and if the

distance of the �rst support to the discontinuity points of the other wavelet is relatively

large, then the entry is small again.

Lemma 2 a) [5,18,35,47] If n + 2d� + r > 0 and if dist(supp l;k; supp l0;k0) > 0 then,

for the corresponding entry of ~Aj, we get

jhA l;k;  l0;k0ij � C
2l(�

n
2
�d

�)2l
0(�n

2
�d

�)

[dist(supp l;k; supp l0;k0)]n+r+2d�
: (35)

b) [47] If supp l;k is contained in supp l0;k0 such that supp l;k does not intersect the set

sing supp l0;k0 of discontinuity points for  l0;k0 and the derivatives of  l0;k0, then we get

jhA l;k;  l0;k0ij � C
2l(�

n
2
�d

�)2l
0(�n

2
)

[dist(supp l;k; sing supp l0;k0)]n+r+d�
: (36)

A similar estimate holds if the roles of  l;k and  l0;k0 are interchanged.

Knowing these decay properties, we can set up a compressed matrix such that the addi-

tional error due to the neglect of small matrix entries is less than the discretization error

in Theorem 1. We choose constants ai > 0; i = 0; : : : ; 3; � � 0; �i; i = 1; : : : ; 6 and set

Bl;l0 := maxfa02�l; a02�l
0

; a1j
�2�1j��2l��3l

0g; (37)

BS
l;l0

:= maxfa22�maxfl;l0g; a32
�4j��5maxfl;l0g��6(l+l

0)g:

With these constants, the compressed matrix A"

j
= (a"(l0;k0);(l;k))(l0;k0);(l;k) is de�ned by

a"(l0;k0);(l;k) :=

8>>>>>>>>>>><
>>>>>>>>>>>:

hA l;k;  l0;k0i ; if dist(supp l;k; supp l0;k0) � Bl;l0
and if

either dist(supp l;k; sing supp l0;k0) � BS
l;l0

for l � l0

or dist(supp l0;k0; sing supp l;k) � BS
l;l0

for l0 � l

0 ; otherwise:

(38)

By A"

j
2 L(Sj) we denote the operator whose matrix (hA"

j
 l;k;  l0;k0i)(l0;k0);(l;k) is A"

j
. Fur-

ther, we denote by u"
j
=
P
l

P
k u

"

l;k
 l;k the solution of A"

j
u"
j
= Q�

j
v, i.e., of

j�1X
l=�1

X
k2rj

a"(l0;k0);(l;k)u
"

k;l
= hv;  k0;l0i; l0 = �1; : : : ; j � 1; k0 2 rl0: (39)
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Theorem 3 Suppose that the assumptions of Theorem 1 are satis�ed and that d� > d�r.
Moreover, with d0 2 (d; d� + r) we choose � = 0, �1 = �4 = (2d0 � r)=(2d� + r), �2 =

�3 = (d0 + d�)=(2d� + r), �5 = d�=(2d� + r), and �6 = d0=(2d� + r). If the constants

ai; i = 0; : : : ; 3 are su�ciently large and if A"

j
is given by (38), then:

i) The sequence fA"

j
g is stable in Hs for r�  < s < .

ii) The number of non-zero entries in A"

j
is less than O(N) = O(2nj).

iii) The error ku� u"
j
kHs is bounded by O(2�j(t�s)kukHt) for r� d � s � t � d; s < ,

r=2 � t.

4.3. THE ASSEMBLING OF THE MATRIX VIA QUADRATURE ALGORITHM

Normally, the major part of the computation time for the BEM is spent for the as-

sembling of the sti�ness matrix. The subsequent solution of the matrix equation is much

faster. This ratio of computation times does not change even for the wavelet method. In

view of the fact that we have to compute a compressed sparse matrix instead of the full

matrix (cf. Theorem 3 ii)), we expect the same reduction of the computation time for

the assembling of the matrix as for the iterative solution of the linear system. If analytic

formulae for the computation of the matrix entries are available, then the development of

an e�cient algorithm for the matrix assembling should be easy. However, if the entries

are to be computed by quadrature, then it is not so easy to set up a quadrature algorithm

such that the numerical error due to the quadrature does not exceed the discretization

error (cf. the Galerkin error in Theorem 1) and that the number of quadrature knots is

essentially less than that for the conventional BEM. At least for piecewise analytic bound-

aries � and piecewise analytic kernel functions KA(x; y), the compressed matrix can be

computed by quadrature with no more than O(N) times a power of log N operations. The

corresponding quadrature algorithms are due to v.Petersdor�, Schwab [34], and Schneider

[47] (cf. also [15]). We will mention four fundamental principles of the algorithm, only.

Note that, for the matrix entry hA l;k;  l0;k0i, we have to compute

Z
� 0

Z
�

 l0;k0(�(x))KA(�(x); �(y)) l;k(�(y))j�0(y)j j�0(x)jdydx; (40)

where � � supp l;k and �
0 � supp l0;k0 denote closed patches of the partitions on level l

and l0, respectively. The wavelets  l;k �� and  l0;k0 � � restricted to � and � 0, respectively,

are polynomials of degree less than d. The quadrature algorithm for the assembling of

the sti�ness matrix A"

j
should be based on the following:

i) If the order r of A is non-negative, then the integrals in (40) for � \ � 0 6= ; are

singular or hypersingular. These integrals should be regularized before quadrature

rules are applied (cf. [30,45,34]).

ii) For � = � 0 as well as for � and � 0 sharing a common edge or vertex, the integrals in

(40) are to be treated by transformation techniques (cf. [45,34]).
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iii) If � \ � 0 = ;, then the domains � and � 0 should be divided in a further step. The

�nal quadrature partitions � = [i�i and � 0 = [m� 0m should satisfy

dist(� 0
m
; �i) � Qmaxfdiam � 0

m
;diam �jg; (41)

where Q is a �xed positive constant.

iv) The integrals of (40) restricted to � 0
m
� �i should be approximated by tensor prod-

uct Gau� rules. The orders of the Gau� rules should be chosen using quadrature

estimates for analytic functions. Following this idea, the Gau� orders increase log-

arithmically with decreasing distance dist(� 0
m
; �i).

5. THE COLLOCATION METHOD

5.1. THE CONVENTIONAL COLLOCATION

Suppose we seek an approximate solution uj 2 Sj for the solution of the boundary

integral equation Au = v. If uj is determined by the Galerkin equation (32) or (34), then

we have to compute sti�ness matrices the entries of which contain double integrals (cf.

(40)). In order to reduce the amount of work for the quadrature, the Galerkin equations

are replaced by the simpler collocation equations. For this, we suppose that Sj is the

space of piecewise linear or n- linear continuous functions de�ned over the partition on

the j-th level, i.e., Sj is of order d = 2 and  is equal to 3=2. The collocation solution

uj 2 Sj is the solution of

(Auj)(�(k)) = v(�(k)); k 2 �j: (42)

Recall that �j is the set of grid points of the level j partition on which Sj is de�ned. We

introduce the interpolation projection Pj onto Sj by

Pjf 2 Sj; Pjf(�(k)) = f(�(k)); k 2 �j: (43)

Clearly, the collocation system (42) is equivalent to PjAuj = Pjv. Analogously to the

Galerkin method, the collocation is called stable in Hs if, for su�ciently large j, the

collocation operators Aj := PjAjSj 2 L(Sj) are invertible and the (Hs�r;Hs)- norms of

the inverse operators are uniformly bounded.

Theorem 4 i) [36,4,38] Suppose that � is at least three times continuously di�erentiable

and homeomorphic to the n-dimensional torus and that � : 2 = [0; 1]n �! � is a global

parametrization. We assume that Sj is the set of n- linear splines de�ned over the uniform

partition of 2 into 2nj n-cubes (cf. Section 3). Moreover, we assume A to be a strongly
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elliptic classical pseudo-di�erential operator of order r < 1. Then the collocation method

is stable in Hs for r � s < 3

2
. The collocation solution uj de�ned by (42) converges in Hs

to the exact solution u of Au = v for any v 2 Hs�r with s > r + 1
2
, and the collocation

error kuj � ukHs is bounded by C2�j(t�s)kukHt for r � s � t � 2; s < 3

2
; r+ n

2
< t.

ii) [37] Suppose that � = [0; 1] � [0; 1], that Sj and �j are de�ned over � as in Section

3.2, and that A is a strongly elliptic pseudo-di�erential operator of order r = 0. Then the

collocation method is stable in L2. The collocation solution uj de�ned by (42) converges

in L2 to the exact solution u of Au = v for any v 2 L2 such that kPjv � vkL2 �! 0. If

u is in H2 and vanishes over the boundary of [0; 1] � [0; 1], then kuj � ukL2 is less than

C2�2jkukH2.

Choosing the conventional �nite element basis f'j
k
gk2�j , the collocation equation (42)

is equivalent to the systemX
k2�j

(A'j
k
)(�(k0))uj

k
= f(�(k0)); k0 2 �j (44)

for the coe�cients u
j

k
of uj :=

P
k2�j

u
j

k
'
j

k
. Thus, the sti�ness matrix of the collocation

is Aj := ((A'
j

k
)(�(k0)))k0;k2�j . The condition number of Aj is of order O(2

jjrj) and, for

r 6= 0, the construction of e�cient preconditioners is di�cult.

5.2. WAVELETS IN THE SPACE OF TEST FUNCTIONALS

The space of test functionals in case of the collocation method (42) is spanned by the

Dirac delta functionals f��(k); k 2 �jg, i.e., by the functionals of function evaluation at

the collocation points. Following Brandt, Lubrecht [6], Harten and Yad-Shalom [25], we

can introduce a basis of wavelet functionals in this space. For simplicity, we take wavelets

with one or two vanishing moments and restrict the consideration �rst to the case that

� = 2 is the periodic interval [0; 2�] and later to 2 = [0; 1] � [0; 1]. In other words, we

de�ne the wavelets for the test functionals employed in the numerical tests for the solution

of the boundary integral equations from Sections 2.2 and 2.3.

For � = 2 = [0; 2�], we retain the notation of Section 3.2 and introduce the wavelet

functionals

��1;k(f) := f(t0
k
); k 2 �0; (45)

�l;k(f) := f(tl+1
k

)� 1

2
ff(tl+1

k�1) + f(tl+1
k+1)g; k 2 rl; l = 0; : : : ; j � 1:

It is not hard to verify that the basis functionals �l;k span the space spanf��(k); k 2 �jg.
They satisfy the second order moment conditions, i.e., they vanish at constant and linear

functions. Furthermore, it is easy to see that the "classical" hierarchical basis f'l+1
k
; l =

�1; : : : ; j�1; k 2 rlg is dual to f�l;kg, i.e., �l;k('l
0+1
k0

) = �l;l0�k;k0 for l; l
0 = �1; : : : ; j�1 and

k 2 rl; k
0 2 rl0. Consequently, the interpolation Pjf can be written as

P
l

P
k �l;k (f)'

l+1
k

and, analogously to (26), we arrive at

c1 kujk2Hs �
j�1X
l=�1

X
k2rl

j2ls�l;k(uj)j2 � c2 kujk2Hs; (46)
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where 1

2
< s < 3

2
. Now, the wavelet transform with respect to the dual basis maps the

vector (f(t
j

k
))k2�j into the vector (�l;k(f))l=�1;:::;j�1; k2rl

, and the inverse transform vice

versa. If (f(t
j

k
))k2�j is known, than (�l;k(f))l=�1;:::;j�1; k2rl

can be computed directly by

(45). For the inverse transform, a pyramid scheme should be applied. The transition from

level l to level l + 1 is accomplished by using the two-scale relation (45). Note that, for

tl+1
k

2 rl � �l+1 the neighbours t
l+1
k�1 belong to �l.

Now consider � = 2 = [0; 1]� [0; 1]. Retaining the de�nitions of �l := �B

l
��B

l
and

rl = �l+1 n�l from Section 3.2, we de�ne the test wavelets

��1;(k;m)(f) = f

 
k

N0

;
m

N0

!
; (47)

�l;(k;m)(f) =

8>>><
>>>:
f
�

k

Nl+1
; m

Nl+1

�
� f

�
k+1
Nl+1

; m

Nl+1

�
if k 2 rB

l
and m 2 �B

l

f
�

k

Nl+1
; m

Nl+1

�
� f

�
k

Nl+1
; m+1

Nl+1

�
if m 2 rB

l
and k 2 �B

l

f
�

k

Nl+1
; m

Nl+1

�
� f

�
k

Nl+1
; m+1

Nl+1

�
if k;m 2 rB

l
;

l = 0; : : : j � 1:

It is not hard to verify that the basis functionals �l;k; l = �1; : : : ; j � 1; k 2 rl span

the space spanf��(k); k 2 �jg. They satisfy the �rst order moment condition, i.e., they

vanish at constant functions. The dual basis is a hierarchical basis of piecewise constant

functions, and the wavelet transforms can be computed like those for the univariate case.

Unfortunately, there is no analogue to (46).

5.3. THE WAVELET COLLOCATION METHOD

The wavelet method determines the solution uj in form of the wavelet representation

uj =
Pj�1
l=�1

P
k2rl

ul;k l;k. The unknown coe�cients ul;k are the solutions of the system

j�1X
l=�1

X
k2rl

�l0;k0(A l;k)ul;k = �l0;k0(v); k0 2 rl0; �1 � l0 � j � 1 : (48)

For the preconditioning of the corresponding sti�ness matrix ~Aj := (�l0;k0(A l;k))(l0;k0);(l;k),

we recall the de�nition D�

j
:= (2�l�l;l0�k;k0)(l0;k0);(l;k).

Theorem 5 [47] Suppose n = 1 and that the assumptions of Theorem 4 i) are satis�ed.

Then, for 1

2
< t < 3

2
, the condition numbers of the matrices D�r+t

j
~AjD

�t

j are uniformly

bounded with respect to j.

Consequently, the system (48) can be solved iteratively with a number of iterations not

depending on the mesh size 2�j . For example, we consider the preconditioning for the

boundary integral operator of Section 2.2, where the original cross section is an ellipse.

Observing r = �1, we arrive at the preconditioned matricesD1+t
j

~AjD
�t

j . However, taking

the dependences on the wave number �k into account, the preconditioner could be slightly

improved. We replace Dt

j
by Dt

�k;j
:= (f�k2+22lgt=2�l;l0�k;k0)(l0;k0);(l;k). In Table 1 we present

the numbers of GMRes iterations (cf. [43,50]) and the computation times for several

types of preconditioning applied to the compressed sti�ness matrix (cf. the subsequent
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Preconditioning

j 2 3 4 5 6 7 8 9 10 11 12 12

Nj 4 8 16 32 64 128 256 512 1024 2048 4096 4096

without 3 5 9 14 18 21 29 33 37 40 44 160.3s

D1
j
A"

j
3 5 9 15 18 20 25 27 28 28 29 104.6s

D
1

2

j
A"

j
D

1

2

j
3 5 9 15 17 19 24 27 26 26 27 96.4s

A"

j
D1

�k;j
3 5 9 14 15 16 21 23 23 22 22 81.5s

Table 1: Number of GMRes iterations and computation time for the iterative solver.

Theorem 6). The computations have been performed on a DEC 3000 AXP 600 �-processor

workstation for the case of an ellipse � and a wave number �k = 10. The results show that

the number of iterations are independent of the mesh size and that they are essentially

reduced by the preconditioning.

Now it is not hard to see that a lemma analogously to Lemma 2 is valid for the

collocation, too. Hence, we can set up a compressed matrix A"

j
= (a"(l0;k0);(l;k))(l0;k0);(l;k) by

(cf. (37))

a"(l0;k0);(l;k) :=

(
�l0;k0(A l;k) if dist(supp (l;k); supp �(l0;k0)) � Bl;l0
0 ; otherwise:

(49)

Introducing the dual basis f ~ l;kgl;k of f�l;kgl;k, we de�ne by A"

j
the operator mapping

Sj into spanf ~ l;kgl;k whose matrix with respect to the bases f l;kgl;k and f ~ l;kgl;k is A"

j
.

Further, we denote by u"
j
=
P
l

P
k u

"

l;k
 l;k the solution of

j�1X
l=�1

X
k2rl

a"(l0;k0);(l;k)u
"

l;k
= �k0;l0(v); l0 = �1; : : : ; j � 1; k0 2 rl0; (50)

and let ~d� stand for the number of vanishing moments of the test wavelets �l;k; l � 0. We

have ~d� = 2 for the univariate wavelets of Section 5.2 and ~d� = 1 for the two-dimensional

wavelets.

Theorem 6 [17,18,47] Suppose that the assumptions of Theorem 4 i) or ii) are satis�ed

and that the number d� of vanishing moments for the trial wavelets is greater than �r.
Choosing d0 2 (d; ~d� + r), we set � = 5=[2(2 + r + ~d�)], �1 = (d0 � r)=(2 + r + ~d�),

�2 = ~d�=(2 + r+ ~d�), and �3 = (d0 + 2)=(2 + ~d�). If the ai; i = 0; 1 are su�ciently large

and if A"

j
is given by (49), then:

i) The sequence fA"

j
g is stable in Hs for r � s < 3

2
.

ii) The number of non-zero entries in A"

j
is less than O(N log N) = O(j2nj).

iii) The numerical error ku�u"
j
kHs for the approximate solution u"

j
of (50) is less than

O(2�j(t�s)kukHt) for r � s � t � 2; s < 3

2
, r+ n

2
< t.

In Table 2 we compare the collocation method with the Galerkin method. We give the

convergence orders, the regularity parameters ; �; ~�, and the numbers of vanishing
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moments d�; ~d�. These regularity parameters and vanishing moment conditions are re-

quired for the applicability of the discretization schemes (conformity), for the optimal

compression rates, and for the preconditioning. Note that ; �; d�; and d have been

introduced in Section 3.1. The number ~� is the regularity parameter for the system

f ~ l;kg dual to f�l;kg, i.e., ~ l;k 2 Hs for s < ~�.

Galerkin:

Regularity  > r

2
� > �r

2

for conformity for preconditioning

Van. Moments d� > d� r

Max. Conv. Rate in Hr�d: 2�j(2d�r)

Collocation:

Regularity  > r ~� > n

2
;  > n

2
+ r; ~� + � > �r

for conformity for preconditioning

Van. Moments ~d� > d� r d� > �r
Max. Conv. Rate in Hr: 2�j(d�r)

Table 2: Comparison of Galerkin and collocation method.

For the boundary integral operator in Section 2.2, the assumptions of Theorem 6

are not satis�ed. However, similarly to Theorem 6, we can prove that the compressed

matrix A�

j
de�ned with a0 = a1 = a, � = 5=6, �1 = 2=3, �2 = 4=3, and �3 = 2=3

contains no more than O(N) times a power of log N non-zero entries. Moreover, the

wavelet collocation including the compression is stable in L2 and converges with order

two. In Figure 5 we present the numerically obtained numbers of non-zero entries and

compare these with the quadratic behaviour O(N2) for the fully populated matrices and

with the linear behaviour O(N). For a number N = Nj = 4096 and for the parameters
�k = 10; a = 0:3, �k = 10; a = 1:0, and �k = 1; a = 0:3, respectively, the relative L2 error

of the single layer density function u is less than 3 �10�5, 3 �10�6, and 1 �10�7, respectively.
Figure 6 shows the computation times for the iterative solution of the matrix equation

with and without compression. The linear systems are solved by GMRes on a DEC 3000

AXP 500 �-processor workstation.

Now we turn to the boundary integral operator of Section 2.3 and consider the col-

location method based on the bilinear splines of Section 3.2 together with the wavelet

algorithm based on the wavelets from (25) and (47). Again, the assumptions of Theorem

6 are not satis�ed. However, similarly to Theorem 6, we can prove that the compressed

matrix A�

j
de�ned with a0 = 1; a1 = a, � = 0, �1 = 4=3, �2 = 1, and �3 = 1 contains no

more then O(N4=3) entries. Moreover, the wavelet collocation including the compression

is stable in L2 and converges with order two. Though the compression is asymptotically

not optimal, we believe that the presented choice of wavelets and compression parameters

leads to faster computation times for N � 10 000. In Table 3 we show the compression

rates (compression rate = number N2 of entries in the full matrix divided by the number

of entries in the compressed matrix), the number of quadrature knots, and the computa-

tion times (including the time for the set up of the sti�ness matrix). The time tC and the

number of knots kC are given for the BEM without wavelets. The time tD, the number
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j 1 2 3 4 5

Nj 25 121 529 2209 9025

rC 1 1 1 1

kC 8 � 103 1:25 � 105 1:95 � 106 3:1 � 107
tC 2.92s 6.64s 65.49s 1 005:81s

rD 1.19 2.69 6.83 12.64 13.99

kD 8 � 103 1:0 � 105 1:05 � 106 1:07 � 107 1:3 � 108
tD 3.08s 6.06s 39.55s 405.17s 5 580:07s

rP 1.19 2.69 6.83 19.44 36.90

kP 8 � 103 1:0 � 105 1:05 � 106 9:4 � 106 9:1 � 107
tP 3.09s 6.06s 39.55s 351.63s 3 641:05s

Table 3: Compression rates, number of quadrature knots, and computation times.

of knots kD, and the rate rD correspond to the wavelet algorithm, where the compression

parameter a is chosen such that the relative compression error for the unknown density

u taken at four di�erent points of [0; 1]� [0; 1] is less than 10�5. For tP , kP , and rP , the

parameter a of the wavelet algorithm is chosen such that the relative compression error

for a derivative of the single layer potential is less than 10�5. The last error is taken over

eight points in the exterior of the earth close to �(0:5; 0:5). Note that in the computation

with the wavelet algorithms presented in Table 3 we solve the linear system (44) itera-

tively. The multiplication of a vector by Aj, however, is realized by applying the wavelet

transform to the vector, by multiplying with the compressed and wavelet transformed

matrix A"

j
, and by applying the inverse wavelet transform.
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Figure 5: Number nze of nonzero elements of the compressed matrix for two constants a.
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Figure 6: CPU-time tGM in seconds for di�erent wave numbers �k and constants a.

5.4. THE ASSEMBLING OF THE MATRIX VIA QUADRATURE ALGORITHM

In order to concentrate on the essential issues of the matrix assembling we simplify

formulae and notation. The conventional collocation algorithm is based on a sti�ness

matrix (ax;')x;', where x runs through the set of collocation points and ' through the set

of �nite element basis functions. The entries take the form

ax;' = (A')(x) =
Z
k(x; y)'(y)dy; (51)

ax;' �
X
z

k(x; z)'(z)!z;

where
R
f � P

z f(z)!z denotes a quadrature rule depending on the collocation point x.

For the wavelet algorithm, the entries of the sti�ness matrix (a�; )�; depend on the basis

wavelet function  and on the test wavelet functional �. We get

a�; = �(A ) = (A )(x1)� (A )(x2) (52)

=

Z
k(x1; y) (y)dy�

Z
k(x2; y) (y)dy ;

a�; �
X
z

k(x1; z) (z)!z �
X
z

k(x2; z) (z)!z ;

where, for simplicity, we consider wavelets like those in (47) for which �(f) = f(x1) �
f(x2) with certain x1; x2 depending on �. Now observe that the evaluation of the kernel

functions costs much more time than the evaluation of the trial functions. Thus, the do

loops of an e�cient algorithm for the computation of (51) and (52) are to be arranged in

such an order that the number of kernel evaluations is minimized. We, �nally, arrive at

the following algorithms for the conventional and the wavelet method, respectively:
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do For all collocation points x. do For all collocation points x.

Determine all � s.t. x 2 supp �.

Determine the quadrature Determine the quadrature

rule with knots z and rule with knots z and

weights !z depending on x. weights !z depending on x.

do For all quadrature knots z. do For all quadrature knots z.

Compute U = [k(x; z)!z]. Compute U = [k(x; z)!z].

Determine all basis trial Determine all basis trial

functions ' with '(z) 6= 0. functions  with  (z) 6= 0.

do For all ' with '(z) 6= 0. do For all  with  (z) 6= 0.

Compute T = U � '(z). Compute S = U �  (z).

do For all � s.t. x 2 supp �.

Add T to ax;'. Add �S to a�; .

enddo

enddo enddo

enddo enddo

enddo enddo

Comparing these algorithms, we observe that to the do loop over ' with '(z) 6= 0 there

corresponds the longer do loop over all  with  (z) 6= 0 and with a�; not neglected in

the compression step (though this is not indicated in the algorithm). To the addition

of T to ax;' there corresponds the do loop over all � such that x 2 supp �. We have

chosen the wavelets in (25) and (47) so that the longer do loop over the  is not too

long and that the additional do loop over the � is as short as possible. The wavelet

algorithm can be faster than the conventional collocation only if the number of quadrature

knots z in the corresponding do loop over z is less for the wavelet algorithm. Hence, the

quadrature algorithm is essential. Before we turn to the quadrature algorithm we mention

two important aspects. First, in order to reduce the time for input/output operations

between CPU and main memory, we recommend to introduce an extra working �eld. For

a �xed x, the entries a�; with � such that x 2 supp � and with arbitrary  should be

stored in this two-dimensional �eld. Second, for the fast evaluation of the trial functions,

the "tree" structure of the wavelet basis can be used. In fact, the values at a �xed point

z for the wavelets and �nite element functions of a certain level l can easily be obtained

from the values for the functions of level l + 1.

The quadrature algorithm for the assembling of the sti�ness matrixA"

j
should be based

on the following (cf. [40]):

i) If the order r of A is non-negative, then the singular or hypersingular integrals in

(52) should be regularized (cf. [30,45,34]) before quadrature rules are applied. E.g.,

for the singular kernel k of the boundary integral equation in (15), we split the

kernel into the sum of a singular main part kS and a weakly singular kernel. Then
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j accuracy knots max.knots knots max.knots

2�3j dyadic per subinterval equally spaced per subinterval

3 2 � 10�3 8 2 16 2

5 3 � 10�5 24 3 96 3

7 1 � 10�6 48 4 384 3

10 1 � 10�9 108 6 4194 4

12 2 � 10�11 154 7 20864 5

14 2 � 10�13 208 8 - -

Table 4: Quadrature errors and number of knots for the integral of a logarithmic function.

the integral in the integral operator takes the form

Z
[0;1]�[0;1]

k(x; y)uh(y)dy1dy2 = uh(x)

Z
kS(x; y)dy + (53)Z

[k(x; y)uh(y)� kS(x; y)uh(x)] dy:

Now the quadrature rules can be applied to the last integral which is weakly singular,

only. The �rst integral on the right-hand side can be computed by an analytic

formula.

ii) If the quadrature rule for the integral in a�; is chosen in dependence not only

on the collocation point x 2 supp � but also on  (this means that a quadrature

algorithm di�erent from that presented above is used) and if the kernel is analytic,

then composite Gau� rules over meshes graded geometrically towards the singularity

point x can be applied. The order of the Gau� rule should increase slowly with

decreasing distance to x. We have tested such a rule for
R 2�
0 log(x� �)dx. In Table

4 we present the quadrature error, the number of knot points, and the maximal

order of the Gau� rules. We compare a composite Gau� rule with variable Gau�

order over the dyadic mesh f� � 2�l�; l = 0; : : : ; jg and a composite rule over the

uniform partition f� �m � 21�j�; m = 0; : : : ; 2j�1g with a �xed order of the Gau�

rule on each subinterval. Clearly, the rule over the graded mesh performs better.

Note that in special cases quadrature rules with end point correction can also be

applied (cf. [41,2]).

iii) The quadrature rule should be a composite tensor product Gau� rule and the under-

lying partition should be a re�nement of the partition over which the trial functions

are polynomials. More precisely, if the collocation point x is �xed, then we have to

compute
R
k(x; y) (y)dy only for those  for which there is an � such that x 2 supp �

and such that a�; is not discarded in the compression step. To this set of basis

wavelets  there corresponds a minimal partition such that the  are polynomials

on the subdomains. This partition is coarser than the partition of the level j, and

we will call it starting partition. If we re�ne the starting partition over some subdo-

mains near the singularity point x and take a composite Gau� rule, then we arrive

at a suitable rule
R
f � P

z f(z)!z . Since the starting partition is coarser than the

level j partition, the number of quadrature knots should be less than N2.
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iv) If the subdomain of the starting partition in iii) belongs to a level l coarser than

level j, then no further partition step is needed. The order of the Gau� rule, which

should be applied over the subdomain, can be �xed but should be greater or equal to

the polynomial degree d of the trial functions plus the number of vanishing moments

for the trial wavelets.

v) If the subdomain of the starting partition in iii) belongs to level j, then the quadra-

ture technique for conventional collocation methods should be applied.

Note that the numbers of quadrature knots and the computation times (on a DEC 3000

AXP 400 �-processor workstation) presented in Table 3 are obtained with a quadrature

algorithm based on i), iii)-v). The reduction in computation time is much less than the

reduction in storage. This is due to the mesh grading over the subdomains of v). Using

optimal rules for these subdomains, the reduction factor for the computation time should

be similar to the compression rate.
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