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Abstract

Energetic solutions to rate-independent processes are usually constructed via time-incremental minimization problems. In this work we show that all energetic solutions can be approximated by incremental problems if we allow approximate minimizers, where the error in minimization has to be of the order of the time step. Moreover, we study sequences of problems where the energy functionals have a $\Gamma$-limit.

1 Introduction

Energetic solutions to rate-independent processes were introduced in [MiT99, MiT04] and further developed for example in [MaM05, FrM06]; a recent survey is [Mie05]. They allow for a mathematical treatment of a variety of evolution problems in the material sciences, for example in elastoplasticity [HaR99, OrR99, CHM02], phase transitions in shape-memory alloys [AnP02, MTL02, AnS05, KMR05] and crack formation in brittle materials [FrM98, DFT05]. Recently, in [MRS07] sequences of such processes have been studied in the framework of $\Gamma$-convergence and conditions were derived that guarantee that solutions of the problems in the sequence admit a limit point solving the limit problem. Here we go the opposite direction and show that every solution to the limit problem originates from time-discrete solutions to the approximate problems. This shows that the limit problem can be used effectively in the study of sequences of rate-independent problems. Roughly speaking, the theory in [MRS07] states that the solution set is upper semi-continuous in the $\Gamma$-limit, whereas here we study the lower semi-continuity.

We now describe the general framework in order to introduce the main ideas. Precise technical assumptions are postponed until Sections 2 and 4.

Let the state space $\mathcal{Q}$ of the system be the product of two Hausdorff topological spaces $\mathcal{F}$ and $\mathcal{Z}$. As we will deal with sequences rather than with general topology tools, all topological notions are to be understood in a sequential sense. For example, compactness always means sequential compactness. Here $\mathcal{F}$ corresponds to the elastic (or, more generally, non-dissipative) and $\mathcal{Z}$ to the internal (or dissipative) variables. This splitting is typical in continuum mechanics with dissipation, see [HaN75, ZiW87, HaR99, Fré02]. The system itself is modeled by two functionals: an energy-storage functional $\mathcal{E} : [0, T] \times \mathcal{Q} \to \mathbb{R}_\infty := \mathbb{R} \cup \{+\infty\}$ and a dissipation distance $\mathcal{D} : \mathcal{Z} \times \mathcal{Z} \to [0, \infty]$. The triple $(\mathcal{Q}, \mathcal{E}, \mathcal{D})$ is called an energetic rate-independent system.

The energy $\mathcal{E}$ models the elastic or non-dissipative part of the problem and depends on the process time via a time-dependent loading. The value $\mathcal{D}(z_0, z_1)$ denotes the minimal dissipated energy when the state is changed from $z_0 \in \mathcal{Z}$ to $z_1 \in \mathcal{Z}$. Because of this
physical interpretation, we require the triangle inequality and the positivity \( D(z_1, z_2) = 0 \) if and only if \( z_1 = z_2 \). However, we do not require \( D \) to be symmetric as the physical dissipation might not have this property, e.g. in elastoplasticity [HaR99], in crack formation in brittle materials [FrM98, DFT05], or in damage [Fr02, BM07]. Although \( D \) acts only on the dissipative part \( Z \) of the underlying state space \( Q \), for \( q_1 = (\phi_1, z_1) \) and \( q_2 = (\phi_2, z_2) \) we also write \( D(q_1, q_2) \) when in fact we mean \( D(z_1, z_2) \).

For a process \( z : [0, T] \to Z \) (only in the dissipation part of the state space) and \( s, t \in [0, T] \), define the total dissipation \( \text{Diss}_D(z; [s, t]) \) of \( z \) in the subinterval \( [s, t] \) to be the total variation of \( z \) with respect to the quasimetric \( D \), i.e.

\[
\text{Diss}_D(z; [s, t]) := \sup \left\{ \sum_{j=1}^{N} D(z(\tau_{j-1}), z(\tau_j)) : s = \tau_0 < \cdots < \tau_N = t, N \in \mathbb{N} \right\}.
\]

Again, for a process \( q : [0, T] \to \mathcal{F} \times Z = Q \) with \( t \mapsto (\phi(t), z(t)) \), we also write \( \text{Diss}_D(q; [s, t]) \) when we really mean \( \text{Diss}_D(z; [s, t]) \).

An energetic solution to the evolution system associated with \( \mathcal{E} \) and \( D \) is a process \( q : [0, T] \to Q \) that satisfies the stability condition \( (S) \) and the energy balance \( (E) \) for all \( t \in [0, T] \):

\[
\begin{align}
(\text{i}) \quad & \quad \mathcal{E}(t, q(t)) \leq \mathcal{E}(t, \hat{q}) + D(q(t), \hat{q}) \quad \text{for all } \hat{q} \in Q \quad (S) \\
(\text{ii}) \quad & \quad \mathcal{E}(t, q(t)) + \text{Diss}_D(q; [0, t]) = \mathcal{E}(0, q(0)) + \int_0^t \partial_t \mathcal{E}(\tau, q(\tau)) \, d\tau \quad (E)
\end{align}
\]

In this case, we also say that \( q \) is a solution of the energetic rate-independent system \( (Q, \mathcal{E}, D) \).

The so-called stable sets

\[
\mathcal{S}(t) := \{ q \in Q : \mathcal{E}(t, q) < \infty \text{ and } \mathcal{E}(t, q) \leq \mathcal{E}(t, \hat{q}) + D(q, \hat{q}) \text{ for all } \hat{q} \in Q \}
\]

play a vital role in the theory and allow condition \( (S) \) to be rephrased into

\[
q(t) \in \mathcal{S}(t) \quad \text{for all } t \in [0, T]. \quad (S')
\]

Additionally to \( (S) \) & \( (E) \), we prescribe a stable initial value \( q(0) = q_0 \in \mathcal{S}(0) \).

In the case that \( Q \) is a Banach space, \( \mathcal{E} \) is convex and differentiable, and \( D \) is given through \( D(z_1, z_2) = \mathcal{R}(z_2 - z_1) \) with a convex, 1-homogeneous potential \( \mathcal{R} : Z \to [0, \infty] \), this notion is equivalent to the doubly-nonlinear differential inclusion (cf. [CoV90])

\[
0 \in \partial \mathcal{R}(\dot{q}(t)) + D\mathcal{E}(t, q(t)) \quad \text{in } Q^* \quad (SF)
\]

and the variational inequality

\[
\langle D\mathcal{E}(t, q(t)), v - \dot{q}(t) \rangle + \mathcal{R}(v) - \mathcal{R}(\dot{q}(t)) \geq 0 \quad \text{for all } v \in Q, \quad (VI)
\]

cf. [MiT04, Mie05]. In this setting, the notion of rate-independence manifests itself through the 1-homogeneity of \( \mathcal{R} \). In contrast to \( (SF) \) and \( (VI) \), however, the energetic formulation
(S) & (E) is derivative-free and no linear structure of Q needs to be assumed. This allows for the treatment of more general problems in continuum mechanics, cf. Section 7 of [Mie05] for a survey.

In the main existence proof of the theory one constructs approximate solutions using a time-incremental problem. For this, let \(\Pi = (0, t_1, \ldots, t_{N-1}, T)\) be a partition of the interval \([0, T]\) and consider:

\[
\begin{aligned}
\text{For } j = 1, \ldots, N, \text{ inductively find } q_j \in Q \text{ such that } \\
q_j \in \operatorname{Argmin} \{ \mathcal{E}(t_j, \hat{q}) + D(q_{j-1}, \hat{q}) : \hat{q} \in Q \}. \\
\end{aligned}
\]

The existence result is then obtained by constructing limits of the discrete solutions \((q^*_j)_{j=0,\ldots,N_n}\) of \((\Pi^{II}_n)\), where \(\Pi_n = (t_1^n, t_1^n, \ldots, t_{N_n}^n)\) is a sequence of partitions whose fineness

\[
\|\Pi_n\| := \max_{k=1,\ldots,N_n} (t_k^n - t_{k-1}^n).
\]
tends to 0 as \(n \to \infty\). Then, with the help of a generalized Helly’s selection principle, we obtain a subsequence converging pointwise to a limit and this limit is shown to be a solution, cf. [Mie05] for a full exposition. One can now pose the question whether every solution of (S) & (E) can be obtained in such a way. This, unfortunately, is not true in general (see Counterexample 2.3). For many purposes, however, it suffices to show that we can find a solution to an \(\varepsilon\)-approximate incremental problem for \(\varepsilon > 0\) and suitable partitions \(\Pi = (0, t_1, \ldots, t_{N-1}, T)\) of \([0, T]\):

\[
\begin{aligned}
\text{For } j = 1, \ldots, N, \text{ inductively find } q_j \in Q \text{ such that } \\
q_j \in \operatorname{Argmin}_\varepsilon \{ \mathcal{E}(t_j, \hat{q}) + D(q_{j-1}, \hat{q}) : \hat{q} \in Q \}, \\
\end{aligned}
\]

where we employed the set of \(\varepsilon\)-minimizers, \(\varepsilon \geq 0\), which, for a functional \(F: \mathcal{X} \to \mathbb{R}_\infty\), is defined as

\[
\operatorname{Argmin}_\varepsilon(F) = \operatorname{Argmin}_\varepsilon \{ F(x) : x \in \mathcal{X} \} := \{ x \in \mathcal{X} : F(x) \leq \inf_{\mathcal{X}} F + \varepsilon \}.
\]

In Section 2, we will show the reverse approximability of all solutions to (S) & (E) by discrete solutions to \((\Pi^{II}_\varepsilon)\) with \(\varepsilon = c_R \|\Pi\|\), where \(c_R\) is the reverse approximation constant.

Afterwards, we investigate reverse approximability for sequences of problems. These are given through sequences of energy functionals \((\mathcal{E}_k)_k\) and dissipation distances \((D_k)_k\). For the \(k\)th problem, \(k \in \mathbb{N}_\infty = \mathbb{N} \cup \{\infty\}\), we denote by \((S_k)\) and \((E_k)\) the solution conditions corresponding to (S) and (E), respectively. To treat such sequences of problems, approximate incremental problems for sequences are employed, cf. [MRS07]: Let \(\Pi = (0, t_1, \ldots, t_{N-1}, T)\) be a partition of the interval \([0, T]\), let \(\varepsilon > 0\), and consider:

\[
\begin{aligned}
\text{For } j = 1, \ldots, N, \text{ inductively find } q_j \in Q \text{ such that } \\
q_j \in \operatorname{Argmin}_\varepsilon \{ \mathcal{E}_k(t_j, \hat{q}) + D_k(q_{j-1}, \hat{q}) : \hat{q} \in Q \}. \\
\end{aligned}
\]

Obviously, this problem always has a solution. In Section 4 of [MRS07] it is shown that subsequences of solutions to \((\Pi^{II}_{k,\varepsilon})\) converge (in a certain sense) to a solution of \((S_\infty)\)
& $(E_\infty)$. As for single problems, one can be interested in the reverse question: To a given solution to $(S_\infty) & (E_\infty)$ can one find solutions to the corresponding approximate incremental problems $(\text{AIP}_{k,\varepsilon}^\Pi)$? This question is answered positively in Section 4.

In other words, [MRS07] shows that the limes superior (here in the topological or Painlevé-Kuratowski sense with respect to pointwise convergence in $Q$) of (interpolants of) the time-discrete solutions for the $k$th functionals $E_k$ and $D_k$ on increasingly finer partitions is contained in the set of time-continuous solutions to the limit problem associated with $E_\infty$ and $D_\infty$. We here show that also a reverse inclusion holds (with little different choices of the partition fineness).

In Section 4 we also show that one cannot expect to find *time-continuous* solutions to $(S_k) & (E_k)$, which approximate a solution to $(S_\infty) & (E_\infty)$.

Section 5 provides a more quantitative approach by assuming that everything is defined in Banach spaces and that the $\Gamma$-convergence is more explicit. In particular, we discuss a kind of backward error analysis for space-time discretizations for a phase transformation model that could be easily be generalized to elastoplasticity as discussed in [HaR99]. Finally, Section 6 discusses the relations to regularization and relaxation.

## 2 Approximation for single problems

In this section, the approximability of solutions to $(S) & (E)$ by discrete solutions to $(\text{AIP}_{\varepsilon}^\Pi)$ is investigated.

On $E$ and $D$ consider the following standard assumptions, cf. [Mie05] for an explanation of their physical relevance:

*Control of the power $\partial_t E$:

There exist $c_0^F \in \mathbb{R}$, $c_1^F > 0$ such that:

If $q \in Q$ satisfies $E(s,q) < \infty$ for some $s \in [0,T]$, then

(i) $E(\cdot, q) \in C^1([0,T])$ and

(ii) $|\partial_t E(t,q)| \leq c_1^F(E(t,q) + c_0^F)$ for all $t \in [0,T]$.

*Quasimetric:

For all $z_1, z_2, z_3 \in Z$:

(i) $D(z_1, z_2) = 0$ if and only if $z_1 = z_2$ (positivity) and

(ii) $D(z_1, z_3) \leq D(z_1, z_2) + D(z_2, z_3)$ (triangle inequality).

By the Gronwall lemma, (2.E) immediately implies

$$E(t,q) + c_0^E \leq (E(s,q) + c_0^E)e^{c_1^F|t-s|} \quad \text{for all } t, s \in [0,T], q \in Q. \quad (2.1)$$

Applying this estimate on (2.E), we get

$$|\partial_t E(t,q)| \leq c_1^E(E(s,q) + c_0^E)e^{c_1^F|t-s|} \quad \text{for all } t, s \in [0,T], q \in Q. \quad (2.2)$$
Hence, for an energetic solution $q : [0, T] \to \mathcal{Q}$ and for all $t \in [0, T]$, we have the a-priori estimates

$$\mathcal{E}(t, q(t)) + c_0^E \leq (\mathcal{E}(0, q(0)) + c_0^E)e^{\mathcal{E}t},$$  
$$|\partial_t \mathcal{E}(t, q(t))| \leq c_1^E(\mathcal{E}(0, q(0)) + c_0^E)e^{\mathcal{E}t},$$  
$$\text{Diss}_P(q; [0, t]) \leq (\mathcal{E}(0, q(0)) + c_0^E)e^{\mathcal{E}t},$$

(2.3)  
(2.4)  
(2.5)

cf. Section 3.1 in [Mie05].

Throughout this section, we silently assume (2.E) and (2.D) to hold. Note that while here we only require these two conditions, for the existence of a solution all results known so far need additional assumptions, cf. [MiT04, Mie05].

We commence with a lemma which allows us to estimate the energy of approximative minimizers.

**Lemma 2.1.** Let $q : [0, T] \to \mathcal{Q}$ be a solution of (S) or (E) with initial value $q_0 = q(0) \in \mathcal{S}(0)$ and let $\Pi = (0, t_1, \ldots, t_{N-1}, T)$ be a partition of the interval $[0, T]$. Let

$$q_j := q(t_j) \quad \text{for } j = 1, \ldots, N - 1.$$

Then, for all $\delta \geq 0$ there exists $M = M(q_0, \delta) \in \mathbb{R}$ such that for all $j = 1, \ldots, N$ and

$$q_j^* \in \text{Argmin}_\delta \left\{ \mathcal{E}(t_j, \hat{q}) + \mathcal{D}(q_j, \hat{q}) : \hat{q} \in \mathcal{Q} \right\},$$

it holds that $\mathcal{E}(s, q_j^*) \leq M$ for all $s \in [0, T]$. Further, $M(q_0, \delta)$ is monotonic in $\delta$.

**Proof.** First, we use the $\delta$-minimality of $q_j^*$ to derive

$$\mathcal{E}(t_n, q_j^*) + \mathcal{D}(q_j, q_j^*) \leq \mathcal{E}(t_j, q_j - 1) + \mathcal{D}(q_j, q_j - 1) + \delta$$

$$\leq \mathcal{E}(t_j - 1, q_j - 1) + \int_{t_j - 1}^{t_n} \partial_t \mathcal{E}(\tau, q_j - 1) \, d\tau + \delta,$$

(2.6)

where we exploited $\mathcal{D}(q_j, q_j - 1) = 0$. We can now use the growth estimate (2.2) to deduce

$$\int_{t_j - 1}^{t_j} \partial_t \mathcal{E}(\tau, q_j - 1) \, d\tau \leq \int_{t_j - 1}^{t_j} c_1^E(\mathcal{E}(t_j - 1, q_j - 1) + c_0^E) e^{\mathcal{E}(\tau - t_j - 1)} \, d\tau$$

$$= \left( \mathcal{E}(t_j - 1, q_j - 1) + c_0^E \right)(e^{\mathcal{E}(t_j - t_j - 1)} - 1).$$

(2.7)

The a-priori bound (2.3) on the energy of the continuous solution provides the necessary information to estimate the term $\mathcal{E}(t_j - 1, q_j - 1)$. Indeed,

$$\mathcal{E}(t_j - 1, q_j - 1) + c_0^E \leq (\mathcal{E}(0, q_0) + c_0^E) e^{\mathcal{E}(t_j - t_j - 1)} \leq (\mathcal{E}(0, q_0) + c_0^E) e^{\mathcal{E}t} =: L$$

where $L = L(q_0, c_0^E, c_1^E)$ only depends on $q_0, c_0^E$, and $c_1^E$. We combine this with the previous estimates (2.6), (2.7) to get

$$\mathcal{E}(t_j, q_j^*) \leq \mathcal{E}(t_j, q_j^*) + \mathcal{D}(q_j, q_j^*)$$

$$\leq \mathcal{E}(t_j - 1, q_j - 1) + (\mathcal{E}(t_j - 1, q_j - 1) + c_0^E)(e^{\mathcal{E}(t_j - t_j - 1)} - 1) + \delta$$

$$\leq L + L \left( e^{\mathcal{E}t} - 1 \right) + \delta =: L_1 = L_1(q_0, \delta).$$

5
Using (2.1) with \( s = t_j \), the result follows with \( M = (L_1(q_0, \delta) + c_0^E)e^{\epsilon T} - c_0 \). The monotonicity claim is clear. \( \square \)

We are now in a position to prove that every solution of (S) & (E) gives rise to a solution of \((\text{AIP}_\varepsilon)\).

**Theorem 2.2.** Let \( q : [0, T] \to Q \) be a solution of (S) & (E) with initial value \( q_0 = q(0) \in S(0) \). Then, there exists a constant \( c_R = c_R(q_0) > 0 \) such that for any partition \( \Pi = (0, t_1, \ldots, t_{N-1}, T) \) of the interval \([0, T]\), the values \( q_j := q(t_j) \), \( j = 1, \ldots, N \), solve \((\text{AIP}_\varepsilon)\) with \( \varepsilon = c_R ||s||, \) i.e.

\[
q_j \in \text{Argmin}_{q \in \Pi} \{ \mathcal{E}(t_j, \hat{q}) + \mathcal{D}(q_{j-1}, \hat{q}) : \hat{q} \in Q \}
\]

for \( j = 1, \ldots, N \).

The quantity \( c_R = c_R(q_0) \) is called the reverse approximation constant of the problem.

**Proof.** The energy balance (E) implies

\[
\mathcal{E}(t_j, q_j) + \text{Diss}_\mathcal{D}(q; [t_{j-1}, t_j]) = \mathcal{E}(t_{j-1}, q_{j-1}) + \int_{t_{j-1}}^{t_j} \partial_t \mathcal{E}(\tau, q(\tau)) \, d\tau.
\]

The stability \( q_{j-1} \in S(t_{j-1}) \) gives \( \mathcal{E}(t_{j-1}, q_{j-1}) \leq \mathcal{E}(t_{j-1}, \hat{q}) + \mathcal{D}(q_{j-1}, \hat{q}) \) for all \( \hat{q} \in Q \). Together with \( \text{Diss}_\mathcal{D}(q; [t_{j-1}, t_j]) \geq \mathcal{D}(q_{j-1}, q_j) \) this gives

\[
\mathcal{E}(t_j, q_j) + \mathcal{D}(q_{j-1}, q_j) \leq \mathcal{E}(t_{j-1}, \hat{q}) + \mathcal{D}(q_{j-1}, \hat{q}) + \int_{t_{j-1}}^{t_j} \partial_t \mathcal{E}(\tau, q(\tau)) \, d\tau,
\]

and we continue by estimating the integral term using the growth estimate (2.4) to find

\[
\int_{t_{j-1}}^{t_j} \partial_t \mathcal{E}(\tau, q(\tau)) \, d\tau \leq \int_{t_{j-1}}^{t_j} c_1^E \left( \mathcal{E}(0, q_0) + c_0^E \right) e^{\epsilon \tau} \, d\tau \\
\leq c_1^E \left( \mathcal{E}(0, q_0) + c_0^E \right) e^{\epsilon \tau}(t_j - t_{j-1}).
\]

Assuming \( \mathcal{E}(t_{j-1}, \hat{q}) < \infty \), the quantity \( \mathcal{E}(t_{j-1}, \hat{q}) \) can be estimated using (2.2):

\[
\mathcal{E}(t_{j-1}, \hat{q}) = \mathcal{E}(t_j, \hat{q}) - \int_{t_{j-1}}^{t_j} \partial_t \mathcal{E}(\tau, \hat{q}) \, d\tau \\
\leq \mathcal{E}(t_j, \hat{q}) + \int_{t_{j-1}}^{t_j} c_1^E \left( \mathcal{E}(0, \hat{q}) + c_0^E \right) e^{\epsilon \tau} \, d\tau
\]

(2.10)

Now choose \( \hat{q} := q_j^* \) with \( q_j^* \in \text{Argmin}_{q} \{ \mathcal{E}(t_j, \hat{q}) + \mathcal{D}(q_{j-1}, \hat{q}) : \hat{q} \in Q \} \) for some \( 0 < \delta \leq \min\{1, ||s||\} \). Such a \( q_j^* \) always exists, and \( \mathcal{E}(s, q_j^*) < \infty \) for all \( s \in [0, T] \). By Lemma 2.1, we can bound \( \mathcal{E}(0, q_j^*) \) in (2.10) by a constant \( M = M(q_0, \delta) \leq M(q_0, 1) =: M_1 \) (note the monotonicity of \( M \) in \( \delta \)), which does not depend on \( \Pi \) (or any other quantities except \( q_0 \)). This gives

\[
\mathcal{E}(t_{j-1}, q_j^*) \leq 0 + c_1^E (M_1 + c_0^E) e^{\epsilon \tau}(t_j - t_{j-1}).
\]

(2.11)
Plugging (2.9) and (2.11) into (2.8), we see
\[\mathcal{E}(t_j, q_j) + \mathcal{D}(q_{j-1}, q_j) \leq \mathcal{E}(t_j, q_j') + \mathcal{D}(q_{j-1}, q_j') + c_F^i(\mathcal{E}(0, q_0) + M_1 + 2c_0^E)e^{E_T} \|\Pi\| \]
\[\leq \inf \left\{ \mathcal{E}(t_j, \hat{q}) + \mathcal{D}(q_{j-1}, \hat{q}) : \hat{q} \in \mathcal{Q} \right\} + \delta + \tilde{c} \|\Pi\|, \]
\[\leq \inf \left\{ \mathcal{E}(t_j, \hat{q}) + \mathcal{D}(q_{j-1}, \hat{q}) : \hat{q} \in \mathcal{Q} \right\} + c_R \|\Pi\| \]
where we have set \(\tilde{c} := c_F^i(\mathcal{E}(0, q_0) + M_1 + 2c_0^E)e^{E_T}\) and \(c_R := 1 + \tilde{c}\). As \(M_1\) only depends on \(q_0\), so does \(c_R\), and the proof is complete. \(\square\)

We close this section with an example showing that one cannot expect approximability by (IP) instead of (AIP).

**Counterexample 2.3.** On the space \(\mathcal{Q} = [-1, 1]\) and in the time interval \([0, T] = [0, 1]\), we consider the potential
\[\mathcal{E}(t, q) := (1 + q)(1 - q) + \frac{t}{2}q\]

with the dissipation distance \(\mathcal{D}(u, v) := |v - u|\). It is easily seen that this potential fulfills all the requirements of the theory on the compact interval \([-1, 1]\). The functional \(\mathcal{E}(t, .)\) has precisely two (strict) local minima, one at \(-1\) and the other at \(+1\). There, \(\mathcal{E}\) takes the values \(\mathcal{E}(t, -1) = -t/2\) and \(\mathcal{E}(t, +1) = t/2\), respectively. The graph of \(\mathcal{E}(t, .)\) lies above the supporting hyperplane through the points \((-1, \mathcal{E}(t, -1)) = (-1, -t/2)\) and \((+1, \mathcal{E}(t, +1)) = (+1, t/2)\); this hyperplane is represented by the linear map \(q \mapsto tq/2\).

At \(t = 0\), the set of stable states \(\mathcal{S}(0)\) contains \(0\), because

\[\mathcal{E}(0, q) + \mathcal{D}(0, q) = 1 - q^2 + |q| \geq 1 = \mathcal{E}(0, 0),\]

since \(q^2 \leq |q|\) in \([-1, 1]\). The following two processes are both solutions to the energetic formulation (S) & (E) with initial value \(q_0 = 0 \in \mathcal{S}(0)\):

\[q_-(t) := \begin{cases} 0 & \text{if } t = 0, \\ -1 & \text{if } t \in (0, 1) \end{cases}\]
and
\[q_+(t) := \begin{cases} 0 & \text{if } t = 0, \\ +1 & \text{if } t \in (0, 1) \end{cases}\]

We have \(-1, +1 \in \mathcal{S}(t)\) for all \(t \in [0, 1]\). For \(-1\) this is clear since \(-1\) is the global minimum for all \(t \geq 0\). For \(+1\), the hyperplane \(q \mapsto tq/2\) supports the graph of \(\mathcal{E}(t, .)\). This hyperplane has at most slope \(1/2\); therefore, if we add the linear map \(q \mapsto \mathcal{D}(+1, q) = 1 - q\) (since \(q \in [-1, 1]\)) to the graph, we still have a hyperplane with negative slope \(-1/2\) supporting the graph and going through \((+1, \mathcal{E}(t, +1))\). Hence, also \(+1 \in \mathcal{S}(t)\). We have thus established the validity of (S) for \(q_-\) and \(q_+\). Further, for \(t \in (0, 1]\), the energy balance (E) holds as well:

\[\mathcal{E}(t, q_+(t)) + \text{Diss}_\mathcal{D}(q_+; [0, t]) = \mathcal{E}(t, \pm 1) + \mathcal{D}(0, \pm 1) = \frac{\pm t}{2} + 1 = \mathcal{E}(0, q_0) + \int_0^t \partial_\tau \mathcal{E}(\tau, q_+(\tau)) \, d\tau\]
since $\partial_t \mathcal{E}(\tau, q_\pm(\tau)) = \pm 1/2$ almost everywhere. For $t = 0$, the energy balance is trivial. While both $q_-$ and $q_+$ solve (S) & (E), the incremental problem (IP$^\Pi$) will always select $q_-$. In the first step, at time $t_1 > 0$, we seek the global minimizer of $\mathcal{E}(t_1, \cdot) + \mathcal{D}(0, \cdot)$. But this global minimizer clearly is $-1$. So, the discrete solution will jump to $q_1 = -1$ and, because $-1 \in \mathcal{S}(t)$ for all $t$, stay there forever. Passing to the limit, we get the solution process $q_-$ from above. The other solution $q_+$, however, is not selected. This shows that not all solutions of (S) & (E) correspond to discrete solutions if we only allow strict minimizers in the incremental problem.

Note that $\mathcal{E}(t, \cdot)$ is the restriction of the double-well potential

$$(t, q) \mapsto |1 - q||1 + q| + \frac{t}{2}q$$

to the interval $[-1, 1]$. We refrained from carrying out the example on a bigger space for ease of notation only; everything works just the same for bigger intervals.

Hence, the this example represents physically a phase-transition problem, where the energies of the two phases change in the course of time due to a prescribed loading ($q \mapsto tq/2$). Our results therefore reflect that while there might be a “preferred” solution $q_-$, another solution, namely $q_+$, can also occur if we allow for small (in fact, arbitrarily small) perturbations. This is nothing else but the instability of rate-independent evolution processes and seems to be well in line with physical intuition.

**Remark 2.4.** The last counterexample also shows that the error order $\varepsilon = O(\|\Pi\|)$ is optimal: If the solution $q_+$ is to be selected, the discrete solution must jump from 0 to +1 at time $t_1$. The difference between $\mathcal{E}(t_1, -1)$ and $\mathcal{E}(t_1, +1)$ is $t_1$, hence the error in the minimization of $\mathcal{E}(t_1, \cdot) + \mathcal{D}(0, \cdot)$ is $t_1 = O(\|\Pi\|)$ and nothing better than linear order can be achieved.

In summary, the results of the this section suggest that (AIP$^\Pi_\varepsilon$) is better suited than (IP$^\Pi$) as a time discretization of (S) & (E). This holds especially in numerical applications, cf. Section 5.

### 3 Sets of approximate minimizers and Π-convergence

In this section, we provide some auxiliary results on $\varepsilon$-minimizers of $\Pi$-converging functionals. This preliminary considerations will be needed in the following section. The result is stated in a little more generality than what is needed subsequently in order to clarify ideas and avoid too much notational clutter.

In the following, let $\mathcal{X}$ be a Hausdorff space and, just like in Section 2, all topological notions are to be understood in a sequential sense. The functional $F_\infty : \mathcal{X} \to \mathbb{R}_\infty$ is called the (sequential) $\Pi$-limit of the sequence $(F_k)_k$ of functionals $F_k : \mathcal{X} \to \mathbb{R}_\infty$, if it satisfies
the following two conditions:

(i) For all \( x \in \mathcal{X} \) and all \((x_k)_k\) with \( x_k \to x \) the lim inf inequality holds:
\[
F_\infty(x) \leq \liminf_{k \to \infty} F_k(x_k)
\]

(ii) For all \( x \in \mathcal{X} \) there exists a recovery sequence \((x_k)_k\),
\[i.e. x_k \to x \text{ and } F_\infty(x) = \lim_{k \to \infty} F_k(x_k)\]

The (unique) \( \Gamma \)-limit of the sequence \((F_k)_k\) is denoted by \( F_\infty = \Gamma \text{-}\lim_k F_k \).

Here, only the sequential notion of \( \Gamma \)-convergence is employed even though \( \mathcal{X} \) might not be first countable, in which case sequential and general topological concepts differ. Still, in the calculus of variations it is often more convenient to use sequences instead of neighborhoods and nets. For \( \Gamma \)-convergence in general topological spaces, see [Dal93].

We also need the following notion of uniform coercivity: A family \((F_k)_k, k \in \mathbb{N}\), of functionals \( F_k : \mathcal{X} \to \mathbb{R}_\infty \) is called \textit{equi-mildly coercive} if there exists a compact set \( K \subseteq \mathcal{X} \) with
\[
\inf_{\mathcal{X}} F_k = \inf_K F_k \quad \text{for all } k \in \mathbb{N}.
\tag{3.1}
\]

The first result of this section shows that \( \varepsilon \)-minimizers of \( F_\infty \) can be approximated arbitrarily well by \( (\varepsilon + \delta) \)-minimizers of the \( F_k \), where \( \delta > 0 \).

**Proposition 3.1.** Let \( F_k : \mathcal{X} \to \mathbb{R}_\infty, k \in \mathbb{N} \), be equi-mildly coercive functionals and assume \( F_\infty = \Gamma \text{-}\lim_k F_k \). Then, for all \( \varepsilon \geq 0 \) and \( x \in \text{Argmin}_{\varepsilon}(F_\infty) \) and all recovery sequences \((x_k)_k\) for \( x \) (in particular \( x_k \to x \)) and for every \( \delta > 0 \) it holds that \( x_k \in \text{Argmin}_{\varepsilon+\delta}(F_k) \) for all \( k \geq k_0 = k_0(\delta) \) with \( k_0(\delta) \) sufficiently large.

**Proof.** From the convergence of infima with respect to \( \Gamma \)-convergence in the case of equi-mildly coercive functionals [Dal93, Bra02], we know that \( \inf_{\mathcal{X}} F_\infty = \lim_{k \to \infty} \inf_{\mathcal{X}} F_k \).
Hence, for \( k \) sufficiently large, it holds that
\[
|\inf_{\mathcal{X}} F_\infty - \inf_{\mathcal{X}} F_k| \leq \frac{\delta}{2}
\]

Let now \((x_k)_k\) be a recovery sequence at \( x \), i.e. \( x_k \to x \) and \( F_\infty(x) = \lim_{k \to \infty} F_k(x_k) \) (because \( F_\infty = \Gamma \text{-}\lim_k F_k \), there exists at least one such sequence). This implies, again for \( k \) big enough, that
\[
|F_k(x_k) - F_\infty(x)| \leq \frac{\delta}{2}
\]

Combining these two estimates with \( |F_\infty(x) - \inf_{\mathcal{X}} F_\infty| \leq \varepsilon \) yields
\[
|F_k(x_k) - \inf_{\mathcal{X}} F_k| \leq |F_k(x_k) - F_\infty(x)| + |F_\infty(x) - \inf_{\mathcal{X}} F_\infty| + |\inf_{\mathcal{X}} F_\infty - \inf_{\mathcal{X}} F_k|
\leq \frac{\delta}{2} + \varepsilon + \frac{\delta}{2} = \varepsilon + \delta,
\]
i.e. \( x_k \in \text{Argmin}_{\varepsilon+\delta}(F_k) \) for all \( k \) sufficiently large. \( \square \)
Remark 3.2. An inspection of the proof reveals that if \( \inf_{x_k} F_k = \inf_{x} F_{\infty} \) for all \( k \in \mathbb{N} \), then we do not need the assumptions of equi-mild coerciveness as it is only needed for convergence of infima. This equality of infima is indeed easy to fulfill in the calculus of variations: We can always set \( F'_k := F_k + c_k \), where \( c_k \) is chosen precisely to ensure equality of infima. This translation does not change the minimization problem associated with \( F_k \), in particular \( \text{Argmin } F_k = \text{Argmin } F'_k \).

One could hope to avoid the usage of the sequence \((x_k)_k\) and conjecture that an \( \varepsilon\)-minimizer of \( F_{\infty} \) is also an \( n\varepsilon\)-minimizer of \( F_k \) for some \( n \in \mathbb{N} \) and for \( k \) sufficiently large. Even if all the \( F_k \) are lower semicontinuous, however, this is not the case as shown by the following counterexample.

Counterexample 3.3. Let \( \mathcal{X} = [-1, 1] \) and for \( k \in \mathbb{N} \) define

\[
F_k(x) := \begin{cases} 
-1 & \text{if } x = 1/k, \\
0 & \text{otherwise}, 
\end{cases}
\quad \text{and} \quad
F_{\infty}(x) := \begin{cases} 
-1 & \text{if } x = 0, \\
0 & \text{otherwise}.
\end{cases}
\]

Clearly, \( F_{\infty} = \Gamma-lim_k F_k \) and all \( F_k, F_{\infty} \) are lower semicontinuous. However, for any \( \varepsilon \in [0, 1) \), the only \( \varepsilon\)-minimizer is \( x = 0 \), but \( x = 0 \) is no \( (\varepsilon+\delta)\)-minimizer of any \( F_k \) as long as \( \varepsilon + \delta < 1 \).

The next counterexample shows that in Proposition 3.1 we cannot replace the \( \Gamma \)-limit by the (sequencial) \( \Gamma \)-lim inf inferior \( \Gamma-lim \inf_k F_k \) of the sequence \((F_k)_k\), which is defined as the functional \( F_\ast : \mathcal{X} \to \mathbb{R}_\infty \) with

\[
F_\ast = \Gamma-lim \inf_k F_k := \inf \{ \liminf_{k \to \infty} F_k(x_k) : x_k \to x \}.
\]

Counterexample 3.4. Let again \( \mathcal{X} = [-1, 1] \) and for all \( k \in \mathbb{N} \) define

\[
G_k(x) := \begin{cases} 
(-1)^k & \text{if } x = 1/k, \\
-1/2 & \text{if } x = 1, \\
0 & \text{otherwise},
\end{cases}
\quad \text{and} \quad
G_\ast(x) := \begin{cases} 
-1 & \text{if } x = 0, \\
-1/2 & \text{if } x = 1, \\
0 & \text{otherwise}.
\end{cases}
\]

Clearly, \( G_\ast = \Gamma-lim \inf_k G_k \), but the \( G_k \) do not \( \Gamma \)-converge. In fact, for \( x = 0 \), one would need to construct a sequence \((x_k)_k\) with \( -1 = G_\ast(0) \geq \limsup_{k \to \infty} G_k(x_k) \). But as \( G_{2l} \geq -1/2 \), it follows that \( \limsup_{k \to \infty} G_k(x_k) \geq -1/2 \), which leads to the contradiction \(-1 \geq -1/2 \).

While for the subsequence \((x_k)_k\) with \( k_l = 2l + 1 \) and \( x_{2l+1} = 1/(2l+1) \) we even have \( x_{2l+1} \in \text{Argmin}_\varepsilon(F_{2l+1}) \) (without \( \delta \)), the conclusion of Proposition 3.1 fails, because we cannot find a “whole” sequence \((x_k)_k\) with \( x_k \in \text{Argmin}_{\varepsilon+\delta}(F_k) \): The only, say, 1/6-minimizer of \( G_\ast \) is \( x_\ast = 0 \) (\( \varepsilon = 1/6 \)), but any \( (1/6+1/6)\)-minimizer (\( \delta = 1/6 \)) for \( G_{2l} \) must be \( x_{2l} = 1 \) and hence the sequence \((x_k)_k\) cannot converge to \( x_\ast = 0 \).

4 Approximation for sequences of problems

In this section we will show that, under suitable convergence assumptions on the involved functionals, solutions to \( (S_{\infty}) \) & \( (E_{\infty}) \) can be approximated by solutions to \( (\text{AIP}^{\Pi}_{k,\varepsilon}) \).
Applications are given in Sections 5 and 6.

On the state space \( Q = \mathcal{F} \times \mathbb{Z} \), consider a sequence \((\mathcal{E}_k)_k\) of energy-storage functionals \( \mathcal{E}_k : [0, T] \times Q \to \mathbb{R}_\infty \) as well as a limit energy \( \mathcal{E}_\infty : [0, T] \times Q \to \mathbb{R}_\infty \). We require these functionals to fulfill the following assumption, where, for brevity, we denote by \( \mathbb{N}_\infty \) the set \( \mathbb{N} \cup \{ \infty \} \):

Uniform control of the power \( \partial_t \mathcal{E}_k \):

there exist \( c_0^E, c_1^E \in \mathbb{R}, c_1^E > 0 \) such that for all \( k \in \mathbb{N}_\infty \):

If \( q \in Q \) satisfies \( \mathcal{E}_k(s, q) < \infty \) for some \( s \in [0, T] \), then

(i) \( \mathcal{E}_k(., q) \in C^1([0, T]) \) and

(ii) \( |\partial_t \mathcal{E}_k(t, q)| \leq c_1^E (c_0^E + \mathcal{E}_k(t, q)) \) for all \( t \in [0, T] \).

Equi-coercivity

For all \( t \in [0, T] \) and \( E \in \mathbb{R} \), the set

\[
\bigcup_{k \in \mathbb{N}} \{ q \in Q : \mathcal{E}_k(t, q) \leq E \}
\]

is relatively compact.

Further, let us be given a sequence \((\mathcal{D}_k)_k\) of dissipation distances \( \mathcal{D}_k : \mathbb{Z} \times \mathbb{Z} \to [0, \infty] \) and a limit dissipation \( \mathcal{D}_\infty : \mathbb{Z} \times \mathbb{Z} \to [0, \infty] \). We assume:

Quasimetric:

For all \( k \in \mathbb{N}_\infty \) and \( z_1, z_2, z_3 \in \mathbb{Z} \):

(i) \( \mathcal{D}_k(z_1, z_2) = 0 \) if and only if \( z_1 = z_2 \) (positivity) and

(ii) \( \mathcal{D}_k(z_1, z_3) \leq \mathcal{D}_k(z_1, z_2) + \mathcal{D}_k(z_2, z_3) \) (triangle inequality).

Of course, the Gronwall- and a-priori estimates (2.1)-(2.5) from Section 2 now hold for all \( \mathcal{E}_k \) with \( k \in \mathbb{N}_\infty \).

We want the functionals \( \mathcal{E}_k \) and \( \mathcal{D}_k \) to converge to \( \mathcal{E}_\infty \) and \( \mathcal{D}_\infty \), respectively, in an appropriate sense:

\( \Gamma \)-limit for \( \mathcal{E}_k \):

For all \( t \in [0, T] \) : \( \mathcal{E}_\infty(t, .) = \Gamma\lim_k \mathcal{E}_k(t, .) \).

\( \Gamma \)-limit for \( \mathcal{D}_k \):

For all sequences \((q_k)_k, (\tilde{q}_k)_k\) with \( q_k \to q \), \( \tilde{q}_k \to \tilde{q} \) that additionally satisfy \( \sup_{k \in \mathbb{N}} (\mathcal{E}_k(t, q_k) + \mathcal{E}_k(t, \tilde{q}_k)) < \infty \) for one (hence all) \( t \in [0, T] \):

\( \mathcal{D}_k(q_k, \tilde{q}_k) \to \mathcal{D}_\infty(q, \tilde{q}) \).

Note that conditions (4.1) and (4.2) together imply the joint \( \Gamma \)-convergence \( \mathcal{E}_\infty(t, .) + \mathcal{D}_\infty(q, .) = \Gamma\lim_k (\mathcal{E}_k(t, .) + \mathcal{D}_k(q, .)) \) for all \( t \in [0, T] \) and \( q \in Q \).

**Example 4.1.** Let \( Q \) be a Banach space equipped with weak sequential convergence and let \( \mathcal{Q} \) be compactly embedded into another Banach space \( Q_1 \). Because \( Q \subseteq Q_1 \), we can choose the \( Q_1 \)-Norm \( ||.|\|_1 \) as our dissipation distance for all \( k \), i.e. \( \mathcal{D}_\infty(u, v) = \mathcal{D}_k(u, v) := \)
$D(u, v) := \|v - u\|_1$. The compact embedding then ensures the continuity of $D$ and hence also the continuous convergence of $D_k$ to $D_\infty$.

This example shows that we can use the $L^1(\Omega)$ norm as a weakly continuous dissipation distance in $H^1(\Omega)$, which is a common situation in continuum mechanics [Mie05].

After these preparations we can state the main approximation result. It shows that solutions to $(S_\infty)$ & $(E_\infty)$ can be “reversely approximated” by solutions to $(\text{AIP}_{k,\varepsilon}^\Pi)$.

**Theorem 4.2.** Let the assumptions (4.1E1), (4.1E2), (4.D), (4.1G1), and (4.1G2) hold. Moreover, let $q_\infty : [0, T] \rightarrow Q$ be a solution to $(S_\infty)$ & $(E_\infty)$ with initial value $q_0 = q_\infty(0) \in S_\infty(0)$. Then, for all $\varepsilon > 0$, for all partitions $\Pi = (0, t_1, \ldots, t_{N-1}, T)$ of $[0, T]$ with $||\Pi|| \leq \varepsilon/(2c_R)$ ($c_R = c_R(q_0) > 0$ is the reverse approximation constant from Theorem 2.2 applied to $E_\infty$ and $D_\infty$), and for all $k$, there exist a discrete solution $q_k^\Pi := (q_k^0, q_k^1, \ldots, q_k^N)$, defined on the partition $\Pi$, of the approximate incremental problem $(\text{AIP}_{k,\varepsilon}^\Pi)$ associated with $E_k$ and $D_k$, such that $q_j^k \rightarrow q(t_j)$ as $k \rightarrow \infty$.

**Proof.** The main idea of the proof is to first construct a discrete solution to $(\text{AIP}_{\infty,\varepsilon/2}^\Pi)$ and then show how this discrete solution can be changed to yield an solution of $(\text{AIP}_{k,\varepsilon}^\Pi)$ for $k$ sufficiently large. In detail, however, some further technicalities are needed.

As $E_\infty$ and $D_\infty$ fulfill all the prerequisites of Theorem 2.2, for a partition $\Pi$ sufficiently fine, i.e. $||\Pi|| \leq \varepsilon/(2c_R)$, we can find a discrete $\varepsilon/2$-solution $q^\Pi = (q_0, \tilde{q}_1, \ldots, q_N)$ for $(\text{AIP}_{\infty,\varepsilon/2}^\Pi)$, i.e.

$$\tilde{q}_j \in \text{Argmin}_{\varepsilon/2} \left( E_\infty(t_j, \cdot) + D_\infty(\tilde{q}_{j-1}, \cdot) \right) \quad \text{for } j = 1, \ldots, N.$$  

Note that Theorem 2.2 uses the choice $\tilde{q}_j = q(t_j)$.

By assumptions (4.1G1) and (4.1G2) we have $E_\infty(t_j, \cdot) + D_\infty(\tilde{q}_{j-1}, \cdot) = \Gamma\text{-lim}_k (E_k(t_j, \cdot) + D_k(\tilde{q}_{j-1}, \cdot))$. Condition (4.1E2) provides the equi-mild coerciveness (3.1) (in fact, take $E := E_\infty(t_j, \tilde{q}_{j-1}) + 1$ and observe that $\inf_Q (E_k(t_j, \cdot) + D_k(\tilde{q}_{j-1}, \cdot)) \leq E_k(t_j, \tilde{q}_{j-1}) \leq E$ for all $k$ large enough). Hence, using Proposition 3.1 for each $\tilde{q}_j$ we find recovery sequences $(q_j^k)_k$ with $q_j^k \rightarrow \tilde{q}_j$ as $k \rightarrow \infty$ and

$$E_k(t_j, q_j^k) + D_k(q_{j-1}, q_j^k) \leq \inf_Q (E_k(t_j, \cdot) + D_k(\tilde{q}_{j-1}, \cdot)) + \frac{\varepsilon}{2} + \frac{\varepsilon}{6}$$  \hspace{1cm} (4.1)

for all $j = 1, \ldots, N$ and $k$ sufficiently large.

Because $q_j^k \rightarrow \tilde{q}_j$ as $k \rightarrow \infty$ and the energies are bounded for $k$ sufficiently large (cf. (4.1)), the continuous convergence assumption (4.1G2) shows $D_k(q_j^k, \tilde{q}_j) \rightarrow 0$ and $D_k(\tilde{q}_j, q_j^k) \rightarrow 0$ as $k \rightarrow \infty$, i.e.

$$\max \left\{ D_k(q_j^k, \tilde{q}_j), D_k(\tilde{q}_j, q_j^k) \right\} \leq \frac{\varepsilon}{6}$$  \hspace{1cm} (4.2)

for all $j = 1, \ldots, N$ and $k$ sufficiently large.

So far we have constructed sequences and selected some $k_0 = k_0(\varepsilon)$ large enough such that (4.1) and (4.2) are fulfilled for all $q_j^k$ with $k \geq k_0$. We still need to show that these $q_j^k$ form a discrete solution to $(\text{AIP}_{k,\varepsilon}^\Pi)$. 
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For all $k \geq k_0$ and all $j = 2, \ldots, N$, we find by the triangle inequality and estimate (4.2)

$$\inf_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot)) \leq \inf_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot)) + D_k(q_j^k, q_{j-1}^k)$$

$$\leq \inf_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot)) + \frac{\varepsilon}{6}.$$  
(4.3)

In the case $j = 1$, we have $q_0^k = \tilde{q}_0 = q_0$ for all $k$ and hence (4.3) also holds for $j = 1$.

Now, using first the triangle inequality, then (4.1) and (4.2), and finally (4.3), we deduce

$$\mathcal{E}_k(t_j, q_j^k) + D_k(q_j^k, q_j^k) \leq \mathcal{E}_k(t_j, q_j^k) + D_k(\tilde{q}_{j-1}, q_j^k) + D_k(q_j^k, \tilde{q}_{j-1})$$

$$\leq \inf_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot)) + \frac{\varepsilon}{6} + \frac{\varepsilon}{6}$$

$$\leq \inf_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot)) + \frac{\varepsilon}{6} + \frac{\varepsilon}{6} + \frac{\varepsilon}{6}$$

$$= \inf_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot)) + \varepsilon.$$  
(4.4)

But this is just $q_j^k \in \text{Argmin}_Q (\mathcal{E}_k(t_j, \cdot) + D_k(q_{j-1}^k, \cdot))$ for $j = 1, \ldots, N$, and the existence of solutions to (AIP$^{\Pi}_{k, \varepsilon}$) is shown for $k \geq k_0 = k_0(\varepsilon)$. Trivially, we can fill up this sequence for $k < k_0$ with arbitrary solutions to (AIP$^{\Pi}_{k, \varepsilon}$). The claim $q_k^k \to \tilde{q}_j = q(t_j)$ is clear by the choice of the $q_j^k$ and Theorem 2.2.

To formulate the next result we have to strengthen the conditions on the sequential convergence on $Q$, such that we are able to extract from a double sequence a suitable diagonal sequence. For $E \in \mathbb{R}$ we introduce the sublevel sets

$$\Lambda(E) = \{ q \in Q : \text{there exists } (t, k) \in [0, T] \times \mathbb{N}_\infty \text{ with } \mathcal{E}_k(t, q) \leq E \}.$$  

The assumption reads as follows.

There exists a metric $d : Q \times Q \to [0, \infty)$

such that for all $E \in \mathbb{R}$ and for all $q_k \in \Lambda(E), \ k \in \mathbb{N}_\infty :$

$q_k \to q_\infty \quad \text{if and only if} \quad d(q_k, q_\infty) \to 0.$  
(4.5)

The final result states that every solution of the energetic system $(Q, \mathcal{E}_\infty, D_\infty)$ can be approximated by solutions of the approximate incremental problems (AIP$^{\Pi}_{k_n, \varepsilon_n}$), if the partitions $\Pi_n, \varepsilon_n \to 0$, and $k_n \to \infty$ are chosen suitably.

**Theorem 4.3.** Let the assumptions of Theorem 4.2 and the new assumption (4.5) hold. Moreover, let $q_\infty : [0, T] \to Q$ be a solution to $(S_\infty) \lor (E_\infty)$ with initial value $q_0 = q_\infty(0) \in S_\infty(0)$. Then, for every sequence $\varepsilon_n \to 0$, there exists a sequence of partitions $\Pi_n = (0, t_1^n, \ldots, t_{N(n)}^n, T)$ of $[0, T]$ with $\|\Pi_n\| \to 0$ as $n \to \infty$, a sequence $(k_n)_n$ of problem indices with $k_n \to \infty$ as $n \to \infty$, and discrete solution $q_{k_n}^{\Pi_n} := (q_0^{k_n}, q_1^{k_n}, \ldots, q_{N(n)}^{k_n})$, defined on the partition $\Pi_n$, of the approximate incremental problem (AIP$^{\Pi}_{k_n, \varepsilon_n}$) associated with $\mathcal{E}_{k_n}$ and $D_{k_n}$ such that the piecewise constant interpolants $\overline{q}_n : [0, T] \to Q$ of these discrete solutions converge on a dense subset $T$ of $[0, T]$ to the solution $q_\infty$. 
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Proof. We use a sequence of nested partitions Π_n ⊆ Π_{n+1} with \|Π_n\| ≤ ε_n/(2c_R), where c_R = c_R(q_0) > 0 is the reverse approximation constant from Theorem 2.2. Then, \( T := \bigcup_{n\in\mathbb{N}} \Pi_n \) is dense in \([0, T]\).

Applying Theorem 2.2 we find, for each \( n \in \mathbb{N} \), a sequence \( (q_j^{n,k})_{j=0,\ldots,N(n)} \) in \( Q^{N(n)} \) of solutions to \( (\text{AIP}_{k,\varepsilon}^{n,k}) \), such that

\[
q_j^{n,k} \to q(t_j^n), \quad \mathcal{E}(t_j^n, q_j^{n,k}) \to \mathcal{E}(t_j^n, q(t_j^n)) \quad \text{for all } n \in \mathbb{N} \quad j = 0, \ldots, N(n).
\]

With \( E := \sup \{ \mathcal{E}_\infty(t_j^n, q(t_j^n)) : t_j^n \in [0, T] \} < \infty \) (cf. [Mie05]), we find \( K(n) \in \mathbb{N} \), such that \( \max \{ \mathcal{E}_k(t_j^n, q_j^{n,k}) : j = 0, 1, \ldots, N(n) \} \leq E+1 \) for all \( k \geq K(n) \). Thus, we can employ assumption (4.5) on the set \( \Lambda(E+1) \) and obtain, for fixed \( n \in \mathbb{N} \),

\[
\delta(n, k) = \max \{ d(q_j^{n,k}, q(t_j^n)) : j = 0, 1, \ldots, N(n) \} \to 0 \quad \text{for } k \to \infty.
\]

Choose the subsequence \( (k_n)_{n\in\mathbb{N}} \) such that \( k_n \geq K(n) \) and \( \delta(n, k_n) \leq 1/n \) and define the solutions \( (q_0^{k_n}, \ldots, q_{N(n)}^{k_n}) \) via \( q_j^{k_n} = q_j^{n,k_n} \). Since the sequence of partitions is nested, for each \( t \in T \) there exists a \( m(t) \) such that \( t \in \Pi_n \) for \( n \geq m(t) \), i.e., \( t = t_j^{n,k(j_{n},n)} \). Thus,

\[
d(q_0^{k_n}, q(t)) = d(q_0^{k_n}, q(t_j^{n,k(j_{n},n)})) \leq \delta(n, k_n) \leq 1/n \quad \text{for } n \geq m(t).
\]

This is the desired convergence result, and the theorem is established. \( \square \)

Remark 4.4. The convergence result in Theorem 4.3 can be strengthened to convergence for all \( t \in [0, T] \). For this, one first uses the ideas in the proof of Helly's selection principle (cf. e.g. [MaM05, MRS07]) to show that \( \varphi_n(t) \to z_\infty(t) \) for all \( t \). For this one uses the uniform a priori bound on the dissipation and includes all jump points of \( z_\infty \) into \( T \).

Next, one needs to impose the further assumption that the global minimizer \( \phi = \Phi(t, z) \) of \( \mathcal{E}(t, \cdot, z) \) is unique. Then, it can be shown \( \varphi_n(t) \to \phi(t) \) as well, cf. [MaM05].

Just like in Section 2, we cannot expect strict approximability of solutions to \( (S_\infty) \) & \( (E_\infty) \) by discrete solutions of \( (\text{IP}_{k}^{n,k}) \) instead of \( (\text{AIP}_{k,\varepsilon}^{n,k}) \). This, in fact, has been settled already in Counterexample 2.3, because the latter shows that even for a constant sequence of functionals, we cannot get strict approximability.

To conclude this section, we further show that one cannot expect approximability of solutions to \( (S_\infty) \) & \( (E_\infty) \) by time-continuous solutions to \((S_k)\) & \( (E_k)\) instead of approximate time-incremental solutions to \((AIP_{k,\varepsilon}^k)\).

Counterexample 4.5. Consider the state space \( Q = [0, 1] \), the time interval \([0, T] = [0, 2]\) and the energy functionals

\[
\mathcal{E}_\infty(t, q) := -q \quad \text{and} \quad \mathcal{E}_k(t, q) := \frac{q^2}{2k} - q \quad \text{for} \quad k \in \mathbb{N}
\]

for \( t \in [0, 2] \) and \( q \in \mathbb{R} \). Also, choose \( D_1(q_1, q_2) = D_\infty(q_1, q_2) := D(q_1, q_2) := |q_2 - q_1| \). As initial value we select \( q_0 = 0 \). This setting can be seen as a degenerately convex problem in the limit \( k = \infty \) with strictly convex approximations for \( k \in \mathbb{N} \). The process

\[
q_\infty(t) := \begin{cases} 0 & \text{if } t \in [0, 1), \\ 1 & \text{if } t \in [1, 2], \end{cases}
\]
is one of the many solutions of the rate-independent formulation associated with \( \mathcal{E}_\infty \) and \( \mathcal{D} \). The stable states \( \mathcal{S}_\infty(t) \) are easily seen to be the whole space, i.e. \( \mathcal{S}_\infty(t) = \mathcal{S}_\infty(0) = [0, 1] \), thus the stability condition is trivially fulfilled. For \( t \in [0, 1] \), the energy balance is trivial and for \( t \in [1, 2] \) we have

\[
\mathcal{E}_\infty(t, q_\infty(t)) + \text{Diss}_\mathcal{D}(q_\infty; [0, t]) = \mathcal{E}_\infty(t, 1) + \mathcal{D}(0, 1) = -1 + 1 = 0
\]

\[
= \mathcal{E}_\infty(0, q_0) + \int_0^t \partial_t \mathcal{E}_\infty(\tau, q_\infty(\tau)) \, d\tau.
\]

Hence, \( q_\infty \) is an energetic solution of \((\mathcal{S}_\infty) \) \& \((\mathcal{E}_\infty) \). We now show that \( q_\infty \) cannot be approximated by solutions to \((\mathcal{S}_k) \) \& \((\mathcal{E}_k) \).

For all \( k \in \mathbb{N} \), the stable sets \( \mathcal{S}_k(t) = \mathcal{S}_k(0) \) again are the whole space \([0, 1]\), since it holds for all \( q, \hat{q} \in [0, 1] \) that

\[
\mathcal{E}_k(t, \hat{q}) + \mathcal{D}(q, \hat{q}) - \mathcal{E}_k(t, q) = \frac{\hat{q}^2 - q^2}{2k} + (q - \hat{q}) + |\hat{q} - q|
\]

\[
= \begin{cases} 
\frac{(\hat{q}^2 - q^2)/(2k)}{2} & \text{if } \hat{q} \geq q \\
(q - \hat{q})(2 - (q + \hat{q})/(2k)) \geq (q - \hat{q})(2 - k^{-1}) & \text{if } \hat{q} < q \end{cases} \geq 0,
\]

i.e. \( q \in \mathcal{S}_k(t) \). Now, the zero-process \( q_k \equiv 0 \) trivially is a solution of \((\mathcal{S}_k) \) \& \((\mathcal{E}_k) \) and because the problem is strictly convex and the stable sets are convex, we immediately get the uniqueness of this solution [Mie05, Theorem 4.2]. But, obviously, the zero-process does not approximate \( q_\infty \) in any reasonable sense.

5 Quantitative backward error analysis

In this section we use the shorthand \( \mathcal{E} = \mathcal{E}_\infty \) and \( \mathcal{D} = \mathcal{D}_\infty \). Moreover, without loss of generality, we assume that the energies \( \mathcal{E}(t, q) \) and \( \mathcal{E}_k(t, q) \) are uniformly bounded from below by a positive constant. Hence, we may choose the constant \( c_0^\mathcal{E} \) to be 0.

The aim of this section is twofold. Under additional quantitative continuity assumptions we prove exact estimates for the reverse approximation. Using this we then provide an example where the \( \Gamma \)-convergence is realized as numerical approximation via Galerkin subspaces \( V_k \subseteq \mathcal{Q} \), where \( \mathcal{Q} \) now is a Banach space and the projections \( P_k : \mathcal{Q} \to V_k \subseteq \mathcal{Q} \) satisfy \( P_k q \to q \) for all \( q \in \mathcal{Q} \).

We consider the limit functionals \( \mathcal{E} : [0, T] \times \mathcal{Q} \to \mathbb{R} \) and \( \mathcal{D} : \mathcal{Q} \times \mathcal{Q} \to [0, \infty) \) as above. Moreover, we have functionals \( \mathcal{E}_k \) and \( \mathcal{D}_k \) such that

\[
\mathcal{E}_k(t, q) = +\infty \quad \text{for } q \in \mathcal{Q} \setminus V_k.
\]

On the other hand, the main assumptions involve continuity properties of \( \mathcal{E} \) and \( \mathcal{D} \):

\[
|\mathcal{E}(t, q) - \mathcal{E}(t, \hat{q})| \leq \frac{c}{2} (\mathcal{E}(t, q) + \mathcal{E}(t, \hat{q})) \|q - \hat{q}\|, \tag{5.1}
\]

\[
|\mathcal{D}(q_0, q_1) - \mathcal{D}(\hat{q}_0, \hat{q}_1)| \leq c(\|q_0 - \hat{q}_0\| + \|q_1 - \hat{q}_1\|) \tag{5.2}
\]
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Further, we assume quantified estimates on the approximations. For all \( q, \tilde{q} \in V_k \) and all \( t \in [0, T] \) we have an \( \alpha_k > 0 \) such that

\[
|\mathcal{E}_k(t, q) - \mathcal{E}(t, q)| \leq \mathcal{E}(t, q)\alpha_k \quad (5.3)
\]

\[
|\mathcal{D}_k(q_0, q_1) - \mathcal{D}(q_0, q_1)| \leq \frac{\alpha_k}{2} (\mathcal{E}(t, q_0) + \mathcal{E}(t, q_1)) \quad (5.4)
\]

**Lemma 5.1.** Let \( q : [0, T] \to Q \) be given such that

\[
E_q = \sup \left\{ \mathcal{E}(t, q(s)) : s, t \in [0, T] \right\} < \infty,
\]

\[
\delta_k = \sup \left\{ \|P_kq(t) - q(t)\| : s, t \in [0, T] \right\} < \infty
\]

Moreover, assume \( \alpha_k \leq 1 \) and \( c\delta_k \leq 1/2 \). Then,

\[
\sup \left\{ \mathcal{E}(t, P_kq(s)) : s, t \in [0, T] \right\} \leq 2E_q, \quad (5.5)
\]

\[
\sup \left\{ \mathcal{E}_k(t, P_kq(s)) : s, t \in [0, T] \right\} \leq 4E_q. \quad (5.6)
\]

**Proof.** Using (5.1) we have for \( \tilde{q} := P_kq(s) \)

\[
\mathcal{E}(t, \tilde{q}) - \mathcal{E}(t, q(s)) \leq \frac{e}{2}(\mathcal{E}(t, q(s)) + \mathcal{E}(t, \tilde{q}))\delta_k,
\]

which implies

\[
\mathcal{E}(t, \tilde{q}) \leq \frac{1 + c\delta_k/2}{1 - c\delta_k/2} \mathcal{E}(t, q(s)) \leq \frac{5}{3}E_q.
\]

Hence, (5.5) is established and (5.6) follows by applying (5.3) to \( q = P_kq(s) \). \( \square \)

To simplify notation in the proof of the main result of this section (cf. Theorem 5.3), we introduce

\[
\nu_k(t, q) := \inf \left\{ \mathcal{E}_k(t, \tilde{q}) + \mathcal{D}_k(q, \tilde{q}) : \tilde{q} \in Q \right\}
\]

and similarly for the limit functionals \( \mathcal{E} \) and \( \mathcal{D} \). The next result is a quantitative version of Lemma 2.1.

**Lemma 5.2.** Let \( q : [0, T] \to Q \) be a solution to the system associated with the functionals \( \mathcal{E} \) and \( \mathcal{D} \), where \( \mathcal{E} \) satisfies (4.E1). Then, for all \( s, t \in [0, T] \) we have

\[
\nu(s, q(s)) \leq e^{\mathcal{E}[t-s]}\nu(t, q(s)). \quad (5.7)
\]

Moreover, if \( \Pi = (0=t_0, t_1, ..., t_N=T) \) is a partition, then \( (q(t_j))_j \) solves \( (AIP^{\Pi})_{\mathcal{E}(\Pi)} \) with

\[
\varepsilon(\Pi) = 2(e^{\mathcal{E}[\Pi]} - 1)E_q. \quad (5.8)
\]

**Proof.** For estimate (5.7) choose \( q_\rho \) in \( \text{Argmin}_p \mathcal{E}(t, ..) + \mathcal{D}(q(s), ..) \). Then, we have

\[
\nu(s, q(s)) = \mathcal{E}(s, q(s)) \leq \mathcal{E}(s, q_\rho) + \mathcal{D}(q(s), q_\rho)
\]

\[
\leq e^{\mathcal{E}[t-s]}(\mathcal{E}(t, q_\rho) + \mathcal{D}(q(s), q_\rho)) \leq e^{\mathcal{E}[t-s]}(\nu(t, q(s)) + \rho),
\]

where \( \rho := \mathcal{E}(t, q_\rho) + \mathcal{D}(q(s), q_\rho) \). \( \square \)
where the first estimate uses stability of $q(s)$, the second follows from (2.1), and the third is the definition of $q_\rho$. For $\rho \to 0$ we obtain estimate (5.7).

Using the energy balance (E) and (2.2) we find with $t_j := \iota(t_j, q_j) = \mathcal{E}(t_j, q(t_j))$,

$$
\mathcal{E}(t_j, q_j) + D(q_j-1, q_j) \leq \mathcal{E}(t_j, q_j) + \text{Diss}_D(q; [t_j-1, t_j])
$$

$$
= \mathcal{E}(t_{j-1}, q_{j-1}) + \int_{t_{j-1}}^{t_j} \partial_\tau \mathcal{E}(\tau, q(\tau)) \, d\tau \leq t_{j-1} + \int_{t_{j-1}}^{t_j} c_1 e^{c_\tau(\tau-t_{j-1})} E_q \, d\tau.
$$

Using (5.7) with $s = t_{j-1}$ and $t = t_j$ we proceed to get

$$
\mathcal{E}(t_j, q_j) + D(q_j-1, q_j) \leq e^{c_\tau(t_j-t_{j-1})} \iota(t_j, q_{j-1}) + (e^{c_\tau(t_j-t_{j-1})} - 1) E_q.
$$

Using $\iota(t_j, q_{j-1}) \leq \mathcal{E}(t_j, q(t_{j-1})) \leq E_q$ and $t_j - t_{j-1} \leq \|\Pi\|$, we obtain

$$
\mathcal{E}(t_j, q_j) + D(q_j-1, q_j) \leq \iota(t_j, q_{j-1}) + 2(e^{c_\tau \|\Pi\|} - 1) E_q,
$$

and (5.8) is established.

\[ \square \]

**Theorem 5.3.** Let $q : [0, T] \to Q$ be a solution to the energetic system $(Q, \mathcal{E}, \mathcal{D})$. Let the assumptions of Section 4 as well as the estimates (5.1)–(5.4) hold and let $\delta_k$ and $E_q$ be defined as in Lemma 5.1. Then, for all $k \in \mathbb{N}$ such that $c\delta_k \leq 1/2$ and $\alpha_k \leq 1$, and all partitions $\Pi = (0 = t_0, t_1, \ldots, t_N = T)$ of $[0, T]$, the sequences $(P_k(q(t_j)))_{j=0, \ldots, N}$ are solutions to (AIP$_{k,\delta(k,\Pi)}$) with

$$
\dot{\varepsilon}(k, \Pi) = E_q \left[ 2(e^{c_\tau \|\Pi\|} - 1) E_q + 11\alpha_k + 5c\delta_k \right].
$$

**Proof.** For short notation let $q_j^k = P_k(q(t_j))$ and $q_j = q(t_j)$. We use the assumptions (5.3) and (5.4) and the a-priori estimates (5.5) and (5.6) to estimate as follows:

$$
\mathcal{E}_k(t_j, q_j^k) - D_k(q_j^k, q_j^k) \leq \mathcal{E}(t_j, q_j) + D(q_j-1, q_j) + 4E_q\alpha_k
$$

$$
\leq \mathcal{E}(t_j, q_j) + D(q_j-1, q_j) + E_q(4\alpha_k + 6c\delta_k).
$$

(5.9)

Next we estimate $\iota_k(t_j, q_j^k)$ from below using $\iota(t_j, q_j)$. For this let $\rho_0 := \mathcal{E}_k(t_j, q_j^k) - \iota_k(t_j, q_j^k)$, which implies $\rho_0 \geq 0$. If $\rho_0 = 0$, then

$$
\iota_k(t_j, q_j^k) = \mathcal{E}_k(t_j, q_j^k) - 2E_q\alpha_k
$$

$$
\geq \mathcal{E}(t_j, q_j^k) - E_q(2\alpha_k + 6c\delta_k) \geq \iota(t_j, q_j^k) - E_q(2\alpha_k + 6c\delta_k).
$$

(5.10)

If $\rho_0 > 0$, we find, for each $\rho \in (0, \rho_0)$, a $q_\rho \in V_k$ with $\mathcal{E}_k(t_j, q_\rho) + D_k(q_j^k, q_\rho) \leq \mathcal{E}_k(t_j, q_j^k) - 4E_q$ and $q_\rho \in \text{Argmin}_\rho \mathcal{E}(t_j, q_\rho) + D_k(q_j^k, q_\rho)$. Hence, we estimate

$$
\iota_k(t_j, q_j^k) \geq -\rho + \mathcal{E}_k(t_j, q_\rho) + D_k(q_j^k, q_\rho)
$$

$$
\geq -\rho + \mathcal{E}(t_j, q_\rho) + D(q_j^k, q_\rho) - 7E_q\alpha_k
$$

$$
\geq -\rho + \mathcal{E}(t_j, q_\rho) + D(q_j^k, q_\rho) - E_q(7\alpha_k + 3c\delta_k)
$$

$$
\geq -\rho + \iota(t_j, q_j^k) - E_q(7\alpha_k + 3c\delta_k).
$$

17
Taking the limit \( \rho \searrow 0 \) and combining with the case \( \rho_0 = 0 \), see (5.10), we find
\[
\ell(t_j, q_{j-1}) \leq \ell_k(t_j, q_{j-1}^k) + E_q(7\alpha_k + 2c\delta_k).
\] (5.11)

We conclude by noting that Lemma 5.2 gives
\[
\mathcal{E}(t_j, q_{j-1}) + \mathcal{D}(q_{j-1}, q_j) \leq \ell(t_j, q_{j-1}) + \varepsilon(\Pi)
\]
with \( \varepsilon(\Pi) \) defined in (5.8). Combining this with (5.9) and (5.11) we have
\[
\mathcal{E}_k(t_j, q_{j-1}^k) + \mathcal{D}_k(q_{j-1}^k, q_j^k) \leq \ell_k(t_j, q_{j-1}^k) + \varepsilon(\Pi) + E_q(11\alpha_k + 5c\delta_k),
\]
which gives the desired result for \( \hat{\varepsilon}(k, \Pi) \).

We consider an example for phase transitions on a smooth, bounded domain \( \Omega \subseteq \mathbb{R}^d \) with \( d \geq 2 \). The state space is \( Q = Z = H^1(\Omega) \) with dissipation distance
\[
\mathcal{D}(q_0, q_1) := \|q_1 - q_0\|_{L^1(\Omega)}.
\] (5.12)
The energy functional takes the form
\[
\mathcal{E}(t, q) := \int_\Omega \frac{1}{2} |\nabla q(x)|^2 + G(q(x)) - f(t, x)q(x) \, dx,
\] (5.13)
where the loading \( f \) satisfies \( f \in C^1([0, T] \times \Omega) \). The potential \( G \in C^2(\mathbb{R}; \mathbb{R}) \) has a bounded second derivative \( G'' \) and is coercive, i.e., there is \( C > 0 \) such that \( G(q) \geq q^2/C - C \). It is important to note that \( G \) may be nonconvex, such that also \( \mathcal{E}(t, \cdot) : Q \to \mathbb{R} \) may be nonconvex. Thus, in general, the energetic solutions for the functionals \( \mathcal{E} \) and \( \mathcal{D} \) will not be continuous in time (even for the \( L^1 \)-norm). Moreover, uniqueness of solutions under an initial condition \( q(0) = q_0 \) cannot be expected, cf. [Mie05].

The classical existence results apply (see [MIt04, MaM05]) giving solutions
\[
q \in L^\infty([0, T]; H^1(\Omega)) \cap BV([0, T]; L^1(\Omega))
\]
for each stable initial datum \( q_0 \in H^1(\Omega) \). However, the stability condition \( q(t) \in S(t) \) gives the variational inequality
\[
\Delta q - G'(q) + f(t, .) \in \partial \text{Sign}(0) = [-1, 1].
\]
We assume that the domain is a convex polytope and that \( f \) is bounded. Then, elliptic regularity implies
\[
q \in L^\infty([0, T]; H^2(\Omega)).
\]

Our application of \( \Gamma \)-convergence relates to a sequence of numerical approximations, as is discussed in much greater detail in [MiR06]. For this we choose a sequences \( (\mathcal{T}_k)_k \) of triangulations, such that the maximal diameters
\[
h_k = \rho(\mathcal{T}_k) \quad \text{with} \quad \rho(T) := \max \left\{ \text{diam}(T) : T \in \mathcal{T} \right\}
\]

18
tend to 0. However, as our estimates are quantitative, we give estimates for all triangulations. Thus, we simplify the notation by using the subscript $\tau$ instead of $\kappa$.

Let $V_\tau \subset Q = H^1(\Omega)$ be a space of continuous, piecewise linear functions (finite-element space) associated with $T$. By $P_\tau$ we denote the $H^1$-orthogonal projection of $Q$ onto $V_\tau$, which satisfies

$$P_\tau q \to q \text{ in } H^1(\Omega) \quad \text{for all } \rho(\tau) \to 0,$$

There exists $C > 0$ such that for all $q \in H^2(\Omega):$ \(\|P_\tau q - q\|_Q \leq C \rho(\tau) \|q\|_{H^2(\Omega)}\).

For any given $T$ we define

$$D_\tau (q, \bar{q}) := D(q, \bar{q}),$$

$$E_\tau (t, q) := \int_\Omega \frac{1}{2} |\nabla q|^2 \, dx + \sum_{T \in \tau} \frac{\text{vol} T}{d+1} \sum_{j=0}^d \left[ G(q(X_j^T)) - f(t, X_j^T)q(X_j^T) \right],$$

where $(X_j^T)_{j=0,...,d}$ are the vertices of the tetrahedron $T \in T$. For $q \in V_\tau$ one has

$$|E_\tau (t, q) - E(t, q)| \leq E(t, q) \alpha(T),$$

where the class of triangulations must be restricted in such a way that $\alpha(T) \to 0$ for $\rho(\tau) \to 0$. For instance, for quasi-uniform meshes one has $\alpha(T) \leq C_{qu} \rho(T)^2$, where the constant $C_{qu}$ only depends on the lower bound of the interior angles.

Thus, (5.3) and (5.4) hold. Of course, (5.1) and (5.2) hold trivially. Moreover, $\delta_k$ in Lemma 5.1 is given as

$$\delta_k = \sup \left\{ \|P_\tau q(t) - q(t)\| \mid t \in [0, T] \right\} \leq C \rho(\tau) \|q\|_{L^\infty([0, T]; H^2(\Omega))}.$$

As a result, we obtain the following reverse approximation result which can be seen as a type of justification of a backward error analysis of space-time discretization.

**Theorem 5.4.** Let $Q = H^1(\Omega)$ and $E, D$ be as given in (5.12) and (5.13) with $G$ and $f$ as specified. Let $q : [0, T] \rightarrow Q$ solve the rate-independent energetic system $(Q, E, D)$. Then, there exists a constant $C_*$ such that the following holds: If $\Pi = (0 = t_0, t_1, \ldots, t_N = T)$ is a partition of $[0, T]$ with fineness $\|\Pi\|$ and $T$ is a triangulation of $\Omega$ with $\|\Pi\| + \rho(T) + \alpha(T) \leq 1/C_*$, then the sequence $(q_j^T)_{j=0,...,N}$ defined via $q_j^T := P_\tau q(t_j)$ is a solution to $(A_{\Pi}^T, \varepsilon)$ with $\varepsilon = C_* (\|\Pi\| + \rho(T) + \alpha(T))$ and satisfies $\|q_j^T - q(t_j)\|_Q \leq C_* \rho(T)$ for $j = 0, 1, \ldots, N$.

# 6 Regularization and relaxation

## 6.1 An example with a regularized functional

Let the state space $Q$ be the Sobolev space $H^1(0, 1)$ equipped with its weak topology. Consider the functionals

$$E_k(t, z) := \int_0^1 \frac{1}{k} (z''(x))^2 + W'(z(x)) + G(z(x)) - f(t, x)z(x) \, dx,$$  

(6.1)

$$E_\infty(t, z) := \int_0^1 W''(z'(x)) + G(z(x)) - f(t, x)z(x) \, dx,$$  

(6.2)
where \( f : [0, T] \rightarrow \mathbb{R} \) is a prescribed loading \( G \) is as in the previous section. The double-well potential is given via \( W(s) := \min\{(s - 1)^2, (s + 1)^2\} \) and has the convexification \( W^{**} \) with \( W^{**}(s) = W(s) \) for \( |s| \geq 1 \) and \( W^{**}(s) = 0 \) on \([-1, 1]\). In order to apply \( E_k \), we need twice (weak) differentiability of \( z \), which is only given in the subspace \( H^2(0, 1) \). We therefore set \( E_k := +\infty \) on \( H^1(0, 1) \setminus H^2(0, 1) \). Hence, \( E_k \) can be seen as a regularization of \( E \) given via

\[
E(t, z) := \int_0^1 W(z'(x)) + G(z(x)) - f(t, x)z(x) \, dx, \quad (6.3)
\]

which is not weakly lower semi-continuous on \( H^1(0, 1) \). All the \( E_k \) have closed and bounded sublevels in \( H^2(0, 1) \). Owing to the compact embedding \( H^2(0, 1) \hookrightarrow H^1(0, 1) \), these sublevels are compact in the weak topology of \( H^1(0, 1) \).

Further, for all \( k \) we use the \( L^1(0, 1) \)-norm as dissipation distance, i.e. \( D(u, v) := \|v - u\|_1 \).

Thus, solutions to the rate-independent energetic system \( (Q, E_k, D) \) exist by the standard results of the theory [MaM05, Mie05, FrM06] and satisfy the differential inclusion

\[
0 \in \text{Sign}(\partial_z) + \frac{1}{k} \partial_z^4 z - \partial_z (\text{D}W(\partial_z z)) + G'(z) - f(t, .) \quad \text{a.e. in } (t, x) \in [0, T] \times \Omega
\]

together with a smooth stable initial condition \( z(0, .) = z_0 \in H^2(0, 1) \). Similarly, solutions to the problem associated with \( E_\infty \) and \( D \) satisfy

\[
0 \in \text{Sign}(\partial_z) - \partial_z (\text{D}W^{**}(\partial_z z)) + G'(z) - f(t, .) \quad \text{a.e. in } (t, x) \in [0, T] \times \Omega.
\]

It is well-known that the \( E_k \) \( \Gamma \)-converge to \( E_\infty \) and all assumptions on the \( E_k \) are also easily seen to hold for adequately chosen loadings \( f \) [MüI93, Dac89]. Further, as noted in Example 4.1, the constant sequence of dissipation distances converges in the required sense.

From the results in [MRS07] we know that solutions to the incremental problem \( (IP_k^1) \) for the \( k \)-th problem admit a subsequence converging to a solution of \( (S_\infty) \& (E_\infty) \). Now, the results of Section 4 imply that every solution to \( (S_\infty) \& (E_\infty) \) can be approximated by solutions to \( (AIP_{k, x}^1) \).

### 6.2 An example for relaxation

We might encounter energy functionals \( E : Q \rightarrow \mathbb{R}_\infty \) for which an infimizing sequence converges, but the limit is no minimizer of \( E \). Such functionals \( E \) cannot have closed sublevels, i.e. they are not lower semicontinuous. In applications, this situation is caused by the development of microstructure [MüI93, MüI99]. In order to analyze the macroscopic behavior of minimizers of such functionals, we can “relax” \( E \) to its lower semicontinuous envelope \( E^{**} : Q \rightarrow \mathbb{R}_\infty \) and study the problem associated with the new functional \( E^{**} \).

The framework of \( \Gamma \)-convergence is designed in such a way that if we take the \( \Gamma \)-limit of the constant sequence \( (E)_k \), we arrive at the relaxation \( E^{**} \) of \( E \) [Dal93, Bra02]. Thus, we can apply the methods developed above in order to understand the connection between the original and the relaxed problem.
In [MRS07] it is shown that the relaxed problem is not “too small”, i.e. a sequence of solutions to the approximate incremental problem \((\text{AIP}^n)\) for the original energy functional \(\mathcal{E}\) admits a limit point, which is an energetic solution to \((S^{**})\) & \((E^{**})\) for the relaxed functional \(\mathcal{E}^{**}\). In this work, we have shown that the relaxed problem also is not “too big”, i.e. for every solution of \((S^{**})\) & \((E^{**})\) we can find an associated sequence of solutions to \((\text{AIP}^n)\).

Concretely, one can examine the energies \(\mathcal{E}\) and \(\mathcal{E}_\infty\) from the last subsection (see (6.3) and (6.2)) once again to realize that \(\mathcal{E}_\infty\) is the relaxation of \(\mathcal{E}\). Again, our results are applicable and show reverse approximability of the relaxed problems by approximate solutions to the non-relaxed problems.

In the terminology of the relaxation theory for rate-independent problems as introduced in [Mie03, Mie04], we have shown the lower incremental relaxation condition. Such a conditions has previously been seen to hold in the special case of the theory of phase-transitions in elastic solids [The02]. See also [MiR03, KMR05] for models where a gradient Young-measure relaxation is employed.
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