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ABSTRACT

The aim of this paper, which deals with a class of singular functionals in-
volving difference quotients, is twofold: deriving suitable integral conditions
under which a measurable function is polynomial and stating necessary and
sufficient criteria for an integrable function to belong to a kth-order Sobolev
space. One of the main theorems is a new characterization of W*?(Q), k € N
and p € (1,+00), for arbitrary open sets Q C R™. In particular, we provide
natural generalizations of the results regarding Sobolev spaces summarized
in Brézis’ overview article [Russ. Math. Surv. 57 (2002), pp. 693-708] to
the higher-order case, and extend the work by Borghol [Asymptotic Anal.
51 (2007), pp. 303-318] to a more general setting.

1. INTRODUCTION

The main motivation for this work was the overview paper by Brézis [5] on the question of
how to recognize constant functions through integral conditions, where the author essentially
collects the basic ideas of the work by Bourgain, Brézis & Mironescu [3, 4] regarding the
characterization of Sobolev and BV spaces in terms of singular integrals. Interestingly, this
problem turns out to be relevant for improved models in image and signal processing due to
its close relation with the nonlocal functionals recently proposed by Gilboa & Osher [8, 9]
to avoid the undesirable staircase effect (see [11, 1]). Further applications and connections
pointed out in [5] include lifting maps with values on the unit sphere, degree theory for
classes of discontinuous functions, and the space VMO of functions with vanishing mean
oscillation.

In what follows, we focus on extending the results of [5] regarding the characterization of
first-order Sobolev spaces to the higher-order case. This will also yield criteria for recognizing
polynomials.

Let us start by recalling one of the results in [5] concerning integral conditions only
satisfied by constant functions.

Proposition 1.1 ([5, Proposition 2]). Let Q C R™ be a connected open set and let f : Q) —
R be a measurable function such that

@ W
/Q/Q P dy dz < + (1.1)

for some p € [1,400). Then f is a constant function.

In [5], the proof of Propositions 1.1 follows from a more general result (see [5, Theorem 1]),
which asserts that if (p.). is a family of mollifiers such that for all € > 0,

pe € LL (0, 400), ps >0, / pe((hl) dh =1, (1.2)
Rn

and for all v > 0,
lim pe(|h]) dh =0, (1.3)
e 0T J{inl>y

then the only measurable functions f : 0 — R satisfying

| @) =Sl .
i, | /Q =) dy dr = 0 (1.4)

e—0t |{E
with p € [1,+00) and @ C R™ open and connected, are the constant functions. Provided
(1.1) holds true, then (1.4) is satisfied for the specific choice of mollifiers

€
pe(r) = H (ST X0,1)(7), r e (0,400), €>0.

Moreover, if 2 is open and connected and f is constant on any ball contained in €2, then f
is constant in €; thus, it suffices to assume that (1.1) or (1.4) hold on any such ball.
1



In turn, the proof of the sufficiency of condition (1.4) for f being constant is based on a
new characterization of Sobolev and BV spaces for smooth, bounded domains summarized
in the following result, which was first proved by Bourgain, Brézis & Mironescu [3, 4] in the
Sobolev setting and in the BV setting for n = 1, and by Dévila [6] in the BV setting for
any n € N.

Theorem 1.2 ([5, Theorems 2 and 3, Remark 7]; see also [3, 4, 6]). Let Q C R™ be either
a smooth, bounded, and open set or the whole space R™. Let f € LP(Q), with p € [1,+00),
and let (pe)e be a family of mollifiers satisfying (1.2) and (1.3). Then

fewtr(Q) ifp>1,

feBV(Q) ifp=1,
if and only if

: [f(z) — f(y)P N
h:i?ip/gz/g oy pe(lz —yl|) dy do < +oo, (1.5)
in which case
. f(z) = fy)P p
ti [ R el dyde = oy [ 19S@P A 00

where Ky, p, is a constant only depending on n and p, and for p =1, [, |V f(x)| dz denotes
the total variation of the distributional derivative of f.

Several questions related to Proposition 1.1 and Theorem 1.2 were raised in [5]. Let us
emphasize here three of them (see [5, Remark 1, Problem 2, Remark 5]).

Question A. Is there a direct, elementary proof of Proposition 1.1, that is, without
involving Sobolev or BV spaces?

Question B. Given a smooth, connected, and open set 2 C R™ and a continuous function
w : [0,4+00) — [0,400) such that w(0) = 0 and w(t) > 0 for all ¢ > 0, what additional
conditions (if any) on w and/or on f should be imposed so that replacing (1.1) with

Jofo () et v <o 0

still entails that f is constant?

Question C. If Q C R” is an open and bounded set whose boundary 92 is not smooth,
it is possible to construct an example of a function f € W1P(Q) for which (1.5) fails. For
such sets Q, what condition should replace (1.5) in order to derive an analogous result to
Theorem 1.27

Question A was addressed for p = 1 by De Marco, Mariconda & Solimini [7], who provide
two different arguments with no connections to BV or Sobolev spaces. Their first proof uses
a convolution argument, while the second one is based on a kind of non-smooth mean value
theorem.

Question B was discussed in detail by Ignat [10]. For instance, in [10, Theorem 1.3] it is
proved that if w is, in addition, such that liminf;_, o, w(t)/t > 0, then the only measurable
functions satisfying (1.7) are constants. We refer to [10] for other statements related to
Question B.

Regarding Question C, an answer was given by Leoni & Spector [11], who provide a
characterization of the spaces W1P(Q), p € (1,+o0), and BV (Q) for arbitrary open sets
Q C R” (hence not necessarily smooth or bounded) by replacing condition (1.5) with

- |f(z) = fy)F
)\lig)lJr hsniztip /QA /m PR pe(lz —y|) dy dz < +o0, (1.8)
where Q) := {z € Q: |z| < 1/, dist(x, Q) > A} (see [11, Theorems 1.5 and 1.9] as well as
[12] for the full result).

The main goal of this paper is to extend Proposition 1.1, or more generally [5, Theorem 1]
(cf. (1.4)), and Theorem 1.2 to the higher-order case addressing simultaneously Questions A,
B, and C. Before stating our main results, we start by mentioning that a generalization of
Theorem 1.2 to the context of Sobolev and BV spaces of higher-order, which yields criteria




3

for recognizing polynomials, was studied by Borghol [2]. However, the results in [2] only
hold for bounded, open, smooth, and convex sets {2 C R™. Here, besides treating the case of
arbitrary open sets, we present different integral conditions involving higher-order difference
quotients that require only weak assumptions on the function to be characterized, and that
seem better suited for the application in image denoising models with nonlocal regularization
terms in the spirit of [8, 9, 1].

Given a measurable function f : R™ — R, we define the forward differences Ay, f : R® — R
by Apf(z) := f(x + h) — f(z) for z, h € R™. Setting A} f := Anf, kth-order forward
differences are defined inductively by

AFf(z) = Ap(AF f(2)), z, heR™ keN, k>2. (1.9)

The following proposition, which is a consequence of Theorem 1.4 below, is a natural
generalization of Proposition 1.1 to the higher-order case for functions defined on R™.

Proposition 1.3. Letk € N, p € [1,400), and f : R — R a measurable function such
that

// |h|n+k " dh dr < +oo. (1.10)

Then f coincides with a polynomial of degree at most k — 1 almost everywhere in R™.

While in the case k = 1 measurability of a function f satisfying (1.10) implies its local
integrability almost immediately (see Remark 3.2 (ii)), for k > 1 this issue is non-trivial and
to our knowledge has not been treated before in the context of higher orders. In Section 3
we give detailed proofs, showing in particular the local integrability of a measurable function
satisfying (1.10). The arguments use ideas from Stein & Zygmund [15].

We now state a refined and more flexible version of Proposition 1.3 inspired by (1.4) and
Question B. Throughout the paper, we assume that

w: [0,400) — [0,400) is a strictly increasing, convex function with w(0) = 0. (1.11)

Theorem 1.4. Let k € N, Q C R"™ a connected open set, w a function as in (1.11), and
(pe)e a family of mollifiers satisfying (1.2) and (1.3). Suppose that f : Q — R is a locally
integrable function such that for every xo € 0, there exists rg > 0 with B(xg, (k+ 1)rg) C Q

and
Ak f
lim / / (' 120 ()] ”) p-(|h]) dh dz = 0, (1.12)
e—07 B(zo,r0) Y B(0,r0) |h‘

Then f coincides almost everywhere in € with a polynomial of degree smaller than or equal
tok—1.

Remark 1.5. (i) Local character of (1.12). We note that if g € © and o > 0 are as
in Theorem 1.4, then the integrand of the double integral on the left-hand side of (1.12)
is well-defined for every (z,h) € B(xg,79) X B(0,7r9). As it will become clear within the
proof of Theorem 1.4, condition (1.12) implies that f coincides with a polynomial of degree
at most £ — 1 almost everywhere in a neighborhood of xy. As €) is open and connected, a
covering argument yields the same conclusion in €.

(ii) Local integrability vs. measurability of f. Under an extra assumption on (p.)e, which
we call hypothesis (H) and which is stated in Definition 3.3, the condition f € L{ () in
Theorem 1.4 can be weakened by requiring only measurability of f, see Corollary 3.5.

(iii) Comparison with [10, Theorem 1.3]. Concerning the assumptions on the function w,
our arguments rely crucially on the monotonicity and convexity of w. Since these hypotheses
imply that liminf; . w(t)/t > 0, Theorem 1.4 can be viewed as a particular case of [10,
Theorem 1.3] for k =1 (cf. (1.7)).

One way to prove Theorem 1.4 - at least in the case where w features standard p-growth
with p € [1,+00) - is by an excursion through the theory of Sobolev spaces, that is, by
considering it a corollary of Theorem 1.6 below (see also Remark 5.2 for the case p =
1). Alternatively, we provide an independent proof using only elementary arguments in
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Section 4. We would like to stress that these arguments differ from the ones in [7], for which
reason our proof can be seen as another answer to Question A valid for any k € N.

Finally, the next theorem provides a characterization of higher-order Sobolev spaces of
functions defined on arbitrary open subsets of R™. It extends Theorem 1.2 and addresses
Question C. For an explanation of the special notation used here we refer to Section 2.

Theorem 1.6. Letk € N, Q CR"™ an open set, (pe)e a family of mollifiers satisfying (1.2)
and (1.3), and f € LY (Q) for some p € (1,+00). Assume that, in addition to (1.11), w
has p-growth, i.e.,

mt? < w(t) < MtP (1.13)
for all t € [0,+00), with 0 < m < M. For any x € Q, let r, € (0,+00] denote r, =
dist(z, Q) /k. Then f € WP (Q) with D*f € LP(Q; R™) if and only if

loc

AR f
limsup/ / <| ]E )|) pe(|h]) dh dz < 400, (1.14)
e—0+ B(0,ry) |h’|

in which case the following equality and bounds hold ! :

35 [ Sy (S )

(1.15)
B / ]é w(|ok(R)V(D*= £) () hl) dH" 7 (h) da,

and
m?n’p’k‘/ﬂ\Dkf(xﬂp dmg/Q]{STHw(|ok(h)V(Dk_1f)(x)h|) dH" "1 (h) da

(1.16)
<M /Q D ()P da,

where 0 < Fn,p,k: <1 is a constant depending on n,p, and k.

Remark 1 7. (i) Basic choice for w. The most common choice for w is to set w(t) := P
for t € [0,400). In this case (1.15) specializes to

. AR (@) /][ k-1 -1
1 h|) dh dz = V(D h|P dH" " (h) d
;%a/ /Bw S e dnge= [ iV @Al 00l an

and (1.16) holds with m = M = 1.

(ii) More general growth conditions for w. If Q has finite measure, condition (1.13) may

be replaced by

mtP —c < w(t) < MtP +C
for all t € [0,+00), with 0 < m < M and ¢, C > 0. In this case, (1.15) remains un-
changed, while a lower bound and an upper bound on (1.16) are given, respectively, by
MKy pi [o |DFf(2)|P dz — || and M [, |D* f(z)|P dz + C|Q.

(iii) Local integrability vs. measurability of f. In view of Corollary 3.5, we can take a
measurable function f instead of f € L}, () as a starting point in Theorem 1.6, provided
the sequence of mollifiers satisfies (H) (cf. Definition 3.3).

(iv) First-order Sobolev spaces. If k = 1, then the constant K, , x, which follows from a
minimization problem (see (5.1)), can be computed explicitly and we find that it equals the
constant K, , in Theorem 1.2 (see Remark 5.1). Moreover, having in mind that o1(h) =1
and D°f = f, for the choice w(t) = tP, t € [0,+0c0), the inequalities in (1.16) may be
replaced by the identity

xz) h|P n—1 z =K, z)|P dz.
| s aw o do =i, [ 95@1P

Hence, our result provides another integral condition, namely (1.14), which allows recovering
the semi-norm K, [, |V f(z)[P dz on W'P(Q) for arbitrary open sets Q& C R™ and is

1As we will detail in Section 2, op(h)V(D*=1f)(z)h =37 ) 31671((3;) hiy -+ Ry

T genny i =1 [)zil...amik k*
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different from (1.5) and (1.8) if Q@ # R™. For @ = R™ and k = 1, a change of variables
transforms the left-hand side of (1.14) into

e [ fe (B o v
—tmswp [ o (OO0 oy

0+ |x - y‘

We also refer to the work by Nguyen [13, 14] for another characterization of W17 (R™).

(v) Equivalent norms for higher-order Sobolev spaces. Note that (1.15) provides an equiv-
alent semi-norm on W*P?(Q) and, in view of the Gagliardo-Nirenberg interpolation inequal-
ities, equivalent norms on W*?(Q') for Q' cc Q sufficiently regular.

(vi) The case p = 1. In this work we do not deal with the BV setting. Nevertheless,
the arguments used here yield partial results in this direction, which are summarized in
Remark 5.2.

While the related characterization of Sobolev spaces in [2, Theorem 4 and 5] is restricted
to open, bounded, convex sets {2 C R™ with smooth boundary only, Theorem 1.6 gives nec-
essary and sufficient conditions for Sobolev functions on general open sets. This particularly
includes the case (2 = R".

In [2] the author uses as integrands a special type of kth-order differences that are com-
patible with the two identical integration domains 2. Then, for the sake of well-definedness
Q needs to be convex. Precisely, the counterpart of (1.14) in [2] reads

k . N

sy [ 15717 (8) 7 (BRI oy ol ay o <
=0t JaJali5 J k

The assumption of convexity for the set €2, though, is rather restrictive. We instead chose to
work with classical forward differences - central differences would be equally suited - for the
integrand. In our approach there is full generality for the first domain €2, while the second
domain of integration needs to be adapted suitably, so that symmetry with respect to the
two variables is lost. Depending on the focus and the applications in mind, different kinds
of double integral conditions appear reasonable. One requirement and constraint, however,
when working with functions defined on a bounded set €2 is to adjust the integrand and the
integration domains in such a way that the expressions are well-defined. To us there seems
to be no way around a compromise between structure or symmetry and generality.

This paper is organized as follows. After introducing some notation related to difference
quotients and Taylor series in Section 2, we give a useful integral condition under which a
measurable function is locally integrable in Section 3 that allows removing the local inte-
grability hypotheses in Theorems 1.4 and 1.6 provided the mollifiers satisfy an additional
hypothesis. Section 4 is devoted to the proof of Theorem 1.4 and an immediate consequence
formulated in Proposition 1.3. In Section 4, Theorem 1.4 will be proved only using elemen-
tary arguments. Finally, in the last section we prove Theorem 1.6 and, as a corollary, we
provide an alternative proof of Theorem 1.4.

2. NOTATION AND PRELIMINARIES

Throughout these notes let M,,,, be the set of m x n matrices with entries in R. For
F € M,,,,, we denote by |F| the Frobenius norm of F'. The Lebesgue measure of a set £ C R”
is written as |E|, whereas H"1(E) stands for its (n — 1)-dimensional Hausdorff measure.
Moreover, xg is the characteristic function of a set E C R™, meaning that xyg(z) = 1 if
x € F and xg(z) = 0 otherwise. For z € R™ and r > 0 let B(z,r) stand for the open ball
in R” of radius r around z. The unit sphere in R" is referred to as S 1.

For a measurable function f : R™ — R, the kth-order forward differences introduced in
(1.9) are alternatively given by the explicit formula

k

Ak = 0 (S st i, new (2.1)

Jj=0
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where (];) = ﬁ for j =0,...,k. If k = 2, for instance, we have A? f(x) = f(x + 2h) —

2f(x+ h)+ f(x) for z,h € R™
If f is smooth, i.e., f € C¥T1(R™), the Taylor expansion of f about a fixed x € R" is
given by

flx+h)= flx)+ f(x)h+ %f”(:z:)h2 4+t %f(k)(x)hk + R(k)(h; x), (2.2)
where for h € R",

f(lc)(x)hk — | En: #(x) hiy -+ hi, .

Here R®*) denotes the Taylor remainder of f, which can be represented as
1

k) (p. ) — (k+1) k+1
RY™ (h;x) 0 1)!f (x 4+ 0h)h (2.3)
for some 6 € (0,1) depending on z and h. From this it follows that
Aff(z) = f®(@)h* + R® (h;z),  heR, (2.4)

where R¥)(h; z) is a linear combination (with coefficients depending only on k) of R™) (1h; x)
with [ € {1,...,k} and therefore,
lim —— %, 2.5
ot~ [R[F 29
For instance, if k = 2, since A} f(z) = f(x + 2h) — f(z) — 2(f(z + h) — f(z)), using (2.2)
yields A? f(x) = f"(x)h? + R (2h; x) — 2R (h; z) and thus
R®) (h;z) = R?(2h; ) — 2RP (h; 2).

Let us rewrite (2.2) in a vectorial form that will be useful in the sequel to clarify the
presentation when proving Theorem 1.6. Given a C'-function g : R — R™, we denote by
Vg the m x n matrix

9g;
Vg = ( ) _eMu,.
ox;) 25
Let 15, m : My, — R™ be defined by
Vnom(A) == (a1 @1n 21 -+ Q2p A1 *+ Q) A = (a;j)1zism € M.

125<n

We now define recursively the functions D'f : R® — R" and o; : R* — My,i-1 with
le{l, -+, k} by setting

Df =7,
D'f:= Un1(Vf),
D'f =t (VD'TH),  2Z1<k,
and for h € R™,
oi1(h) :=1€R,
o1(h) := (h1(o1—1(h)) -+ hu(o1—1(R))), 2<I<k.
By construction oy is (I — 1)-homogeneous and
loi(R)| = |h|'Y, h e R™ (2.6)
Under these notations, (2.2) and (2.4) can be rewritten as follows:
Pl h) = @)+ (VI (@) b+ groa(R)T (D)) b+ -
+ %ak(h)V(Dkflf)(z) h+ R (h; ), |
and
A f(2) = () V (D) (@) b+ RO (b ). (28)
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If the real-valued function f is not defined on the entire space, but only in an open set
Q C R", then the definitions above apply locally.

3. LOCAL INTEGRABILITY

The following lemma gives an integral condition involving higher-order difference quo-
tients that is sufficient for a measurable function to be locally integrable. This result is
the essential tool that allows us to formulate Theorem 1.4 and Theorem 1.6 for measurable
instead of locally integrable functions, provided the mollifiers p. satisfy the condition (H) in
Definition 3.3. Our result relies on the arguments used by Stein & Zygmund [15, Lemma 13],
where first-order differences were considered.

Lemma 3.1. Let k € N, Q C R™ an open set, w a function as in (1.11), and f: Q@ — R
a measurable function. Assume that xo € ) is such that there exists rog > 0 for which
B(zg, (k+ 1)rg) C Q and

/ w(|Af f(2)]) dh < 400 (3.1)
B(0,r¢)

for almost every x € B(xo,19). Then f is locally integrable in B(xg,r0). In particular, if
the requirements above hold true for almost every xo € 0, then f € L ().

loc

Proof. Let zyp € Q and rg > 0 be as in the assumption. For N € N we define
B = {r € Blaoro): FI <N, [ w(ahf@) dh< v ).
B(O,To)

Observe that Ex C Exyy for all N € N and |B(zo,70) \ UL>, Ex| = 0. By Fy we denote
the set of density points of Ey, i.e.,

Fy = {IL'GEN: lim XEN(U)) dW1}
n=0% JB(z.n)

Owing to Lebesgue’s density theorem, |Ex \ Fx| = 0 for all N € N. We will prove that f is

integrable in a neighborhood of every point in U;OZOI F, from which we may immediately

conclude the statement.
In the following let N € N be fixed, and write £ = Ey and F = Fy. Then,

/ / w( AL f()]) dh dz < NJE].
& JB(0,ro)

Performing the change of variables z = Z(y 4+ 2z) and h = 1(y — z), i.e., considering on
M= {(y,2) ER" xR": L(y+2) € &, 5(y — z) € B(0,r)} C Q x Q the diffeomorphism
p: M — Ex B(0,rg), (y,2) — (z,h) = (3(y+2), 3 (y — 2)),

entails

/ (|85 7(5)]) d(y. 2) < 2 NIE] < oo, (3.2)
M 2

where we used the equality | det V| = 27", Notice that (2.1) implies

k (3.3)
DM <’?)f(<j+1>yg<j—1>z) DR ()

J
for all (y,z) € M.

Let us define N := {(y,2) e M : 2((j + 1)y — (j — 1)z) € £,j = 2,...,k}. Note that if
(y,2) €N, theny € Qand 2((j+1)y— (j —1)z) € Eforall j € {0,...,k}\ {1}. Hence, in
view of the properties of £ and the fact that

o (1) < Juttea - 61D + Jotical (3.
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for all &, & € R™, owing to the monotonicity and convexity of w, we derive from (3.2) and
(3.3) that

o (slre) dws) < 5 [ o (|A 1452 - (- hrw)]) a2+ 2 e

k
1 k
2N|w<N > <,>>+2”1N|£|<+oo.
i=0g#1 N

A

IN

(3.5)
For y € R" let us set

k
C(y) ::/]R XB(0.r0) (L55) xe (L52) HXS(M) dz.

j=2

It follows from (3.5) together with Fubini’s theorem that

L e(siren)cw ar= [ w(511w)) aw.) <. (3.6)

The next step consists in deriving a lower bound on ¢. In the following we denote
e :=1— xg. For y € R™ and 1 > 0 one obtains

> (J+1 J l)z d
C(y)_/B(y’) ( ) z
k
B o Y2y qy — U+Dy=(G=1=z) 4 )
> |B(y. )| /B@,m%( £) d ;/B(M)wg( JU02) g (37)
k
=n"B(0.1)] — 2" dw — 2" — 1) " dw.
7| B(0,1)| /Bw)wg(w) w ;@ ) /B(yﬁw)ww) w

The estimates in (3.7) may be proved arguing inductively, observing that if B, A7, and As
are three measurable sets in R”, then

/B X ()X, (w) duw = /B ey () duw — /B X () Y4y (w) duo

Z/BXAl(w) dw—/BwAz(w) dw
=181~ [ vaw) dw = [ () du

Let g € F, where we recall F is the set of density points of £. Then,

lim Pe(w) dw = 0.
§=0% JB(5,5) )

Consequently, for y € B(g,n), it holds that

Lot aws [ vetu (3) wimonif Ve 0= 00)

12

asn — 0T, and for j = 2,...,k,

/ v ) dw < / (w) dw
B(y, (J—21)77 B j+1

2
B(0,1) = "
) BONL, - ) 0 =0l

(3.9)

w—|—j\°‘
—

as n — 0%. From (3.7), (3.8), and (3.9), we conclude that if 5 > 0 is sufficiently small
(depending on § € F), then B(g,n) C Q and

) > 3 BO. 1)



for all y € B(y,n). Plugging this into (3.6) entails

/B(y,n)w(g'f(y)) dy < m/fzw(glf(y)l)é“(y) dy < +o0.

Finally, in view of the properties of w there exists a linear lower bound on w of the form
1:]0,4+00) — R, l(t) = mt — ¢ with m,c > 0. This implies

2
[ twlays o [ w(b15wl) +edy <+ (3.10)
B(y,n) ™M JB(g.n)

Hence, f € L*(B(¥,7)). -

Remark 3.2. (i) Let p € [1,+00) and assume that the function w in Lemma 3.1 satisfies
a p-coercivity condition, i.e.,

w(t) >mt?l — ¢ (3.11)

for t € [0, 4+00), with constants m > 0 and ¢ > 0. Then we even obtain f € L} (). To see
this, simply replace (3.10) by an analogous reasoning with (3.11) instead of the lower bound
l.

(ii) In the case of first-order differences, i.e., for k = 1, the proof of Lemma 3.1 can be
shortened by choosing a simpler change of variables better suited for this context. Indeed,
fix o € Q and let 79 > 0 be such that (3.1) holds with £k = 1. Then, for almost all
x € B(zg,r0),

roox [ wlirm—s@han= [ o) - s dy

x,70)

Z/ 20(31f(W)]) dy = w(|f(2)IB(0, 70)],
B(z,ro)

where we used (3.4). In analogy to (3.10) we derive f € L*(B(z,70)) for almost all x €
B(zg,70), and thus f € L' (B(xg,70)).

To formulate a helpful implication of the previous lemma we make the following definition.

Definition 3.3. We say that a family of mollifiers (p:)e satisfies hypothesis (H), if for
each € > 0 there exist constants . > 0 and ¢ > 0 such that p:(r) > ¢ for all v € (0,0,).

As the next example shows, a family of mollifiers satisfying (1.2) and (1.3) does not
necessarily satisfy (H). Nevertheless, there is a number of interesting families of mollifiers
that, in addition to (1.2) and (1.3), satisfy (H).

Example 3.4. For 0 < e < 1, let pl, p2, p2 : (0,4+00) — [0, +0c0) be the functions intro-
duced in [5, Remark 8] by setting

9 n

P;(T) = Hr—1(Sn—1) pn—s X(O,l)(r)v P?(T) = WX(O@) (r),

1
3 .
Pe (T) i Hn,1(8n71)| 10g€| n X(e,1) (7")7

for r € (0,+00). Then (pl). and (p?). satisfy (1.2), (1.3), and (H), whereas (p2). satisfies
(1.2) and (1.3), but not (H).

Next we prove a consequence of Lemma 3.1 that, as announced before, allows us to
remove the hypotheses of local integrability and local p-integrability of f in Theorem 1.4
and in Theorem 1.6, respectively, provided that the family (p.). satisfies condition (H).

Corollary 3.5. Let k € N, Q C R™ an open set, w a function as in (1.11), and (p:)e a
family of mollifiers satisfying (1.2), (1.3), and (H).
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(i) Suppose that f : Q — R is a measurable function such that for every xoy € § there
exists o > 0 for which B(xo, (k+ 1)ro) C Q and

Akf
limsup/ / ( ]E )|> pe(|h]) dh do < 400. (3.12)
e—0t JB(zg,r0) J B(0,r0) |h|
Then, f € Li . (Q). In addition, if w also fulfills (3.11) for some p € [1,+0c0), then
f € Lloc(Q)

(i) If f : Q — R is a measurable function satisfying (1.12), then f € L ().

(iii) Let f: Q — R be a measurable function satisfying (1.14) and let w meet in addition
the coercivity condition (3.11) for some p € [1,400). Then f € Li. ().

Remark 3.6. In the case k = 1 Theorem 1.4 holds for f measurable without requiring
the family (p.). to satisfy hypothesis (H). In fact, as suggested in [7], it suffices to replace
f with arctan f: if f satisfies (1.12), then so does arctan f, which is a locally integrable
function. On the other hand, if arctan f is constant, then so is f.

Proof. To prove (i), let xg € Q. By assumption, there exist ro > 0 and ¢ > 0 such that the

double integral
AR ()|>
pe(|h|) dh dx
/B(TOJO) /B(Om) ( |h‘k E(‘ |)

is finite. By hypothesis (H), we deduce that for 7y := min{d., ro, 1},

Akf
/ / (' ,E )> L(B]) dh dz > e / w(IALF(@))) dh de.
B(wo,r0) J B(0,r0) |h| B(wo,70) J B(0,70)
Thus,

/ w(|Af f(2)]) dh < 400
B(0,70)

for almost every x € B(x,7p). From Lemma 3.1 and the arbitrariness of zy € Q, we
conclude that f € Li (). If, in addition, w satisfies (3.11) for some p € [1,40o0), then by
Remark 3.2 (i) we obtain f € L} ().

Statement (ii) is an immediate consequence of (i).

To show (iii), we fix 29 €  and define r( := dist(zq, 9Q)/(2k). Then, B(xq, (k+ 1)rq) C
Q. Moreover, for all x € B(zg, ro),

dist(x,0Q) _ dist(zg,0Q) |z — x0| 0
= > — >2rg— — >
T KTk Eooo 0T s
and consequently, (iii) follows from (1.14) in conjunction with (i). O

4. CHARACTERIZATION OF POLYNOMIALS

This section is devoted to the proof of Theorem 1.4 and Proposition 1.3. As we will
show at the end of Section 5, in the case where w satisfies, in addition, (3.11) with ¢ = 0,
Theorem 1.4 is essentially a corollary of Theorem 1.6 and Remark 5.2. Nevertheless, we
think that even in this case it is interesting to give an elementary proof without using the
connection to Sobolev or BV spaces.

Proof of Theorem 1.4. The proof is divided into two steps, where we prove the assertion
first for f smooth and then for f locally integrable.

Step 1: Let us assume first that f € C°(Q).

Inspired by [7], we start by showing that there is a positive sequence (r;); with r; — 0%
such that

AF f(x
lim inf w M dz =0 (4.1)
j——+oo B(Io,’ro) |'I"]0|
for almost all § € S"~!. Defining

(1@l ,
() = /B(M) ( L )d, h € B(0,r0)\ {0},
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we have by hypothesis that
lim w(h)p.(|h) dh = 0.
e—0T B(0,r0)
A representation of the above expression in polar coordinates yields
To _ _
li%1+/ Y(r)pe(r)r"tdr =0  with ¢(r) := Y(ro) dH" (). (4.2)
E— 0 Sn—1
We claim that one can find a positive sequence (r;); with 7; — 07 such that

lim ¢ (r;) = 0. (4.3)

j——+oo

Indeed, assume that there exist 0 < § < ry and ¢ > 0 such that for all » € [0, ] one has

¥(r) > ¢. Then, in view of (4.2), (1.2), and (1.3),

é 5
0= lim, /O Bwperpt drz e im [t ar
¢ I (|h|) dh c >0
= 11m e = s
H LS 1) c—ot Jp (0.0 p Hr=1(SnT)

which is a contradiction. Thus (4.3) holds, and by Fatou’s lemma, liminf; | 9 (r;0) =0
for almost every § € S"~!. This finishes the proof of (4.1).

Now we exploit the smoothness of f and apply the identity (2.4). Setting h = r;0 with
r; and @ as in (4.1) gives

RE) (1.0
0=timint [ w0+ D s [ w0 a.
3=+ J B(ag,r0) |56 B(zo,70)

Here we have used Fatou’s lemma, the continuity of w, and (2.5). In view of the remaining
properties of the function w, and using the fact that f € C*°(Q), we infer that

fE(z)0* =0 (4.4)

for every x € B(zg,70). Since (4.4) holds for almost all # € S"~!, the Taylor expansion for
f about xy shows that f is a polynomial of degree at most k — 1 in B(xg, o). The assertion
follows, as €2 is connected.

Step 2: Assume that f € L () and let (n5)s be a family of standard mollifiers, i.e.,
ns € C°(R™) with suppns C B(0,6) for 6 > 0, n; > 0, and 5, 15 de = 1.

We start by proving that the condition (1.12) is robust regarding convolution with 7;,
i.e., the smooth functions f5 := f % ns also satisfy (1.12) with some 7y > 0, provided ¢ > 0
is sufficiently small.

Let g € Q and let 19 > 0 be given by the hypothesis. Fix dy € (0,7¢) such that
zo € Qs := {z € Q: dist(z,09) > do}. Let 1 > 0 be such that B(xzg, (k + 1)r1) C Qs,,
and define 79 = min{ry,r9 — 0o}

We observe that if 6 € (0,40), the difference quotient A fs5(z) is well-defined for all
x € B(xo, 7o) and h € B(0,7), and moreover,

Affs@l < [ Ak - )
B(0,5)
Since fB(O 5) ns(y) dy = 1, the set function ps(E) := [, 1s(y) dy, defined for all Borel

sets E C B(0,0), defines a probability measure on B(0, ). Using the monotonicity and the
convexity of w, together with Jensen’s inequality for the previous probability measure, leads

to
AL fi(2) ALz~ )]
w( o )m(/w) eTiE na(y)dy>

AF f(x — )| )
YAC
< /B " (| = )na(y) dy
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for x € B(xo, 7o) and h € B(0,7) \ {0}. Consequently, by Fubini’s theorem,

Lo L o () g ana
/B(oa) </B(ro m)/B(om) (|A |h|k )|>p€<h|)dh dl’) 15 (y) dy.

Performing the change of variables z = z —y for fixed y € B(0,0), the previous triple integral
is bounded by

/B(O 8) </B(1:o Fo+6) / B(0,70) v <|A|,’§hﬁ’(€z)|) pe(|h|) dh dz> ns(y) dy
/ (z0,70) / B(0,70) <|A|h|l(c )|) pe(|R[) dh dz.

We let € — 0% and account for the hypothesis on f to conclude that for zy € Q there exists
dp > 0 such that fs satisfies (1.12) with 7y > 0 for all 6 € (0, do).

Consequently, by Step 1 each fs5 with § € (0,0¢) is a polynomial of degree at most k — 1
in B(zg,70). Since fs — f pointwise almost everywhere in Q as § — 0T, f coincides with
a polynomial of degree at most k — 1 almost everywhere in B(xg, 7o), and by a covering
argument even almost everywhere in €. O

As already mentioned in the introduction, Proposition 1.3 follows from Theorem 1.4. The
key is simply to specify the mollifiers (p.). in a suitable way, which was suggested in [5].

Proof of Proposition 1.3. Let (pl). be the family of mollifiers introduced in Example 3.4,
that is,

p(r) = - Xo(7)

€ Hn—l(Sn—l) pn—e ) ’

€ (0, +00).

We recall that (pl). satisfies (1.2), (1.3), and (H). Moreover, for each zo € R", we have

that
A
lim/ / | hfk pL(|h]) dh da
e=0t JB(ao,1) JBO1)  |PIMP

< li dhd
= 0 Ho-1(SnT) S” 1 </ B(zo,1) / B(0,1) |h|n+kp )

owing to the boundedness of the double integral in brackets by (1.10).

Applying Corollary 3.5 (i) with w(t) = ¥ for t € [0, 4+00), we conclude that f € L} (R™),
which together with (4.6), allows us to apply Theorem 1.4 with the same function w. Con-
sequently, f coincides with a polynomial of degree at most & — 1 almost everywhere in
R™. |

(4.6)

5. CHARACTERIZATION OF SOBOLEV SPACES

In this section we prove Theorem 1.6 and, as a corollary, we also provide an alternative
proof of Theorem 1.4 in the case where w satisfies, in addition, condition (3.11) with ¢ = 0.
The basic idea of the proof of Theorem 1.6 is to approximate f by smooth functions, for
which we establish the desired relations using the classical Taylor formula. Several of our
arguments were inspired by those in [5, 11].

We start by mentioning that the constant K, , 5 in (1.15) is given through the minimiza-
tion problem

K, pk i=min {][ lox(R)E h|P dH" Y (h): F € M,,¢e-1),,, |F| = 1}, (5.1)
Sn—l

with the notations as in Section 2. Note that K, ,x € (0,1].
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Remark 5.1. If k=1 and F € My,,, then
][ lo1(R)F h|P dH™1(h) :][ |FT . hP dH"1(h).
St Sn—1

On the other hand, fg. ., |e-h[P dH""'(h) = fg._i |/ - h[P dH"'(h) for all e,e’ € S"7 1.
Hence, Kpnp1 = Knp = fgu 1 le-h[P dH"*(h), where e is any unit vector in R and K, ,,
is the constant in Theorem 1.2. For k& > 1, the invariance of the integral in the definition

of Fn,p’k is, in general, no longer true. For instance, take k = 2, n = 2, and consider the

two matrices F = %diag (1,1) and F' = %diag (1,—1). Then, fg, |oo(h)F h|P dH!(h) =

2-P/2 fsi [R|?P dH! (h) = 27P/2 > 27p/2 fsi [hT = h3|P AR (h) = fg, |o2(h)F" h|P dH'(h).

Proof of Theorem 1.6. The proofs for the necessary and sufficient condition are presented in
two steps. Then, (1.15) and the estimates (1.16) will follow directly from (5.2) and (5.17).

Step 1: We prove that if (1.14) holds, then f € VV1 P(Q) with D¥f € LP(Q;R”’C) and

MK pok /\D’“ )P dm</][ w (lok(R)V(DF1 f)(z) h|) dH"*(R) dz

L AR f(=)]
ghmmf// ( )pg h|) dh dz.
e—0+ B(0,r) |h|F (IRD)

Substep 1.1: Let (ns)s be a family of standard smooth mollifiers as in Step 2 of the proof
of Theorem 1.4 (see Section 4). For ¢ > 0 let fs := f xns, defined on Q5 := {z € Q :
dist(z, 9) > d}. We prove that each f5 satisfies the inequality

/95 /B(OrM <|Ah|k( )>pa(|h|)dh de//B(OrZ) <A|h|’(C )|>p5(|h|)dh dz,

where r, 5 := dist(x, 0s)/k and € > 0 is fixed.
As in (4.5), we have that for all z € Qs and for all h € B(0,7,,5)\{0},

w (A%,{T,fx”) < /B(O’é)w ('A flﬁ[ ”) ns(y) dy.

Consequently, the change of variables z := x — y for y € B(0, ) implies

oo () o ana
A S o (=D ). ) ay ah a
//erz)/B(oé) ('AW )|> s(y)pe(|h]) dy dh dz
[ Lo (B e

where in the second mequahty we also used the simple geometrical inclusion
{(z,h,y) e R" xR" xR": x €8s, he B(0,ry5), y € B(0,6)}
C{(z+y,hy) eER"xR"xR": 2€Q, he B(0,r,), y € B(0,0)}.

This concludes Substep 1.1.
Substep 1.2: Let f5 be as in Substep 1.1. We prove that

/ ][ w (Jon(R)V(DF f5)(x) Bl) A" () da
Qs Jsn—1

L Al fs (@)
ghmlnf/ / <| )pa h|) dh dz.
il N A S T K

Fix § > 0 and let Q5 CC Q5. In view of (2.8) applied locally, one finds for all € Qf and
h € B(0,7}, 5), with 7/, 5 := dist(x, 0Qf)/k, that

AL f5(x) = op(W)V(D* f5)(x) h+ R (h; ), (5.4)

(5.2)

(5.3)
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and by (2.3) there exists a positive constant cs depending only on k and || fs|| -« “@) such
that

’ng) (x;h)‘ < cslh|FtL. (5.5)
It follows from Schwartz’s inequality and (2.6) that for all x € Q5 and h € B(0, 7, ;)\{0},

|0k (h)V (D" fs) () bl
|h[*

< 1D* £5(0)] < 1 fsll sy
and, by (5.4) and (5.5), also

A fs(x .
}W S ||f5HCk+1(Qig) +cs dlang =: 05.

Thus, due to the local Lipschitz continuity of w, there exists a constant Ls, depending only
on (Y, such that

‘w <|ok<h>vu|3;k1f5><az>h|> . <|Az|£5£x>|> ‘ < Loeslh

for all x € 5 and h € B(0, 7, 5)\{0}, where once again we used (5.4) and (5.5).
Consequently, one obtains that

/’5 /B(o.,r; 5 . <|0k(h)v(l|):;lf5)(x) h') p(|h]) dh dz

AF fs(x
<[ W(W)pxmndhdxm%my Blp-(h]) di
Qs /B(0,r4,6) |h| B(0,diam Q%)
(5.6)

for every ¢ > 0. We observe that the second term in (5.6) vanishes in the limit ¢ — 07T,
since

lim (Bl (|h]) dh = 0. 5.7
e—=0% JB(0,diam ) : (5:7)

Indeed, for all 0 < v < diam Q}, we have that
timsup [Hlp-(1h]) dh
B(0,diam Qf)

e—0*1
< limsup<7 [ e ans | Ihlpe(IA) dh)
e—0t B(0,v) B(0,diam Q5)\ B(0,7)

<7+ (diam ©) lim pe(hl) dh = 7,
e=0T J{|h|>~}

where we used (1.2) and (1.3). Letting v — 0%, we obtain (5.7).
Next we prove that

s /f; /B(o,r,;_a)w (Uk(h)V(?f::fé)(x) h|) pe([h]) dh dz

e—0*t

- / ]{Sn*lw (lok(R)V (D f5)(z) h]) dH™ ' (R) dz.
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Let € Q. Writing h € B(0,7, 5) in spherical coordinates, i.e., h = rf with 0 € snt
and r > 0, and using the (k — 1)-homogeneity of o}, results in

loe(h)V (DF=1 £5)(z) A
/B(O v 5) “ ( RE ) pe(|h]) dh
/ /3w ) w (|ow(0 (Dkflfd)(w)erE(T,)rn—l AH™1(0) dr
- (/ pe(r)r™! dr)/ w(|0k(9)v(Dk_1f5)(x)9|) AH™1(0)
0 -
+oo
- (1 — anl(Snfl)/ Ps(?‘)r”*1 dr) ]{S”_l w (|0k(9)V(Dk*1f5)(x) 9|) dHnﬂ(e).

’
Ta:,(i

Here we used the equalities

+oo
= =Hr st )t dr. .
u/ﬂwpeuhwdh# (s )/0 pe(r)rn=1 d (5.10)

Moreover, we observe that
—+oo

li "ldr =0
Jm [, et

by (1.3). Then, equality (5.8) is achieved by integrating (5.9) over 2§ and using Lebesgue’s
dominated convergence theorem taking into account that w is locally bounded.

In view of ( , and (5.8), we finally obtain

// ]én ) |0'k (Dkflfé)(x)m) aH"Y(h) dx

Sliminf/ / <|A k( )|)ps(|h|) dh dz,
=0t Jas JB(0,r4.4) |h|

from which (5.3) follows by letting Q5 ,” Q5 under consideration of Lebesgue’s monotone
convergence theorem.

Substep 1.3: We conclude the proof of Step 1.

Let f5 and Qs be as in Substep 1.1. Let ' CC Q and consider § > 0 sufficiently small
such that Q' C Qs. Then, by Substep 1.2,

/, ]{gn,_l w (lok(R)V(D*~" f5)(x) b)) dH" " (h) da

AR (2| (5.11)
< liminf/ / ( ( )p€(|h|) dh dz.
e=0" Jo; JB(0,rs.) |h|
On the one hand, by the definition of K, , ; and (1.13),
o / DX f3(2)|P dx < m / ][ o (R)V (DX f5) () hfP dH"(h) do
o o Jsn-1
(5.12)
<[ e loa®mVO )@ h) dren) d.
Q/ Sn—1
On the other hand, by Substep 1.1 and the hypothesis, it follows that
liminf/ / ('A k( )|) pe(|h]) dh dx
=0t Jas; JB(0,r4.4) |h|
(5.13)

L nf (@)
SheIEcl)IJ}f//om ( RE pe(|h]) dh dz < +oo.

Therefore, from (5.11), (5.12), and (5.13), we infer that

m?n,p,k/ | D" fs(x)|P dz < hmlnf/ / ( ;(f)l) p<(|h]) dh dz < +oc.
Q e—0*t B(0,rz) |h|
(5.14)
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In particular, (D f5)s is uniformly bounded in LP(£Y'; R”k) and thus, up to a not relabeled
subsequence, D*fs — g weakly in LP(Q';R"k) for some g € L”(Q’;R”k). Since fs — f
in L} (Q), the kth-order distributional derivative of f, i.e., DF f, coincides with g. More-
over, using once more the definition of K, , and (1.13), by the sequential weak lower

semicontinuity in LP of the nonnegative convex functional
Wi / ][ w (ox (W BY) dHP (k) dz, W € LP(Qs M, 0n,),
’ Sn—1
together with (5.11) and (5.13), we conclude that

mKnpk/ |DF f(a |de<//]‘[5 - @ (lo() V(D) (@) h) dH"TH(R) da

Sliminf// ('Ak 2 )> pe(|h]) dh da < +oo.
e—0+ B(0,ry) ‘h|

Letting Q' 7 Q, in view of Lebesgue’s monotone convergence theorem we obtain (5.2).
In particular, D¥f € LP(Q; R"k). To finish the proof of Step 1, it remains to show that
feWEP(Q) for k> 1 (k=1 follows from the hypothesis f € L () and (5.2)).

By Gagliardo-Nirenberg’s interpolation inequalities (see, for instance, [16, Lemma 4.2.2]),
given ¢ > 1,1 € {1,--- ,k — 1}, and an arbitrary ball B compactly contained in €2, there

exists a constant C, only depending on n, q,l, k, and B, such that

/ |le5<x>|qusc( [ lsstat s+ [ DAy a). (5.15)

Using (5.15) with ¢ = p, (5.14), and the hypothesis f € LlOC(Q) together with the properties
of the smooth mollifiers implies that for all [ € {1,--- ,k — 1},

sup / DL f5 ()| dar < C, (5.16)

0>0.JB

where C is a positive constant only depending on n, p, 1, k, B, | fll LBy, and on the finite limit
n (1.14). Consequently, since B CC 2 was taken arbitrarily, we conclude that f € wkr (Q).

loc

tep 2: We prove that it [ € ’ wit € ; k,ten . olds an
Step 2: W hat if f wWrP(Q ith DFf € LP(Q;R" h 1.14) hold d

loc

limsup// (|A lg )|> pe(|h]) dh dz
e—0t B(0,rz) |h|

S/Q]{Sn_lw(Iffzc(h)V(D’“*lf)(y)hl) dH" " (h) dy < M/QID’“f(y)W dy.

Let € > 0 be fixed and for § > 0 let fs = fxns € C°°(Qs) be as in Substep 1.1. Then, in
particular,

(5.17)

DFfs — DFf  in LV (Q), (5.18)
and
fs(z) = f(z) and D"fs(z) — D" f(x), (5.19)
for almost every x € Q, as § — 0T,

From the fundamental theorem of calculus we conclude that for each x € Qs and h €
B(07 Ta:,é)»
8k:
Aﬁftg(w):/ ———fs(x+s1h+ -+ sph)dsy -+ dsg
(Olkf)sln-ask (520)
- / k(W)Y (D 1 f5) (2 + s1h + -+ sph) b dsy -+ dsp.
(0,1)%

The last equality follows from a straightforward calculation of the involved partial derivatives
under consideration of the notation introduced in Section 2.

Based on the identity (5.20) we now use the monotonicity and convexity of w together
with Jensen’s inequality, Tonellis’s theorem, the change of variables y = x + s1h + -+ - + sgh
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for h € B(0,75,5) and s; € (0,1), i € {1,---,k}, with Jacobian determinant 1, and the
inclusion

{(s1,-+ ,skx,h) € (0,1)F xR" xR": 2 € Qs, h € B(0,75,5)}
C {(51,~-- LSk, Y — S1h — - —sph,h) € (0,1)F x R® x R™ : y € Qj, heR"},

to derive

/Qs/om) (m'b{&k( )|>/’E(h|)dhdx
/95/ o /Ol)k{ <|0k )V(Dk1f,;)(xh'||;€slh+...+5kh)h|)

ps(lh)] dsy--- dsg dh dz
/ L. (lak (ﬁf:fé)(y)h') p-(1h]) dh dy

/ ][ w (|ow ()Y (DM f3)(y) Bl) AR (h) dy < / w (ID* f5()]) dy

Qs

IA

<M [ IDFf)P dy < M / ID*F ()P dy.
Qs Q

Notice that also (5.10), the (k — 1)-homogeneity of o) together with Schwartz’s inequality,
the growth condition (1.13), and the properties of the smooth mollifiers were exploited in
the foregoing estimate.

Passing these inequalities to the limit as § — 07 and using Fatou’s lemma and the Vitali-
Lebesgue convergence theorem together with the continuity of w, (5.18), and (5.19) we get
for a fixed ' CC Q and r/, := dist(x, 0Q)/k that

Jo oo o (1BEEELY 1 an

< / ]{gHW(|0k(h)V(D’“_1f)(y)h|) AH" 1 (h) dySM/Qlef(y)l” dy.

Finally, Step 2 is achieved by letting Q' " Q and € — 0. ]

Remark 5.2. The case p = 1. Assume that the hypotheses of Theorem 1.6 are fulfilled for
p = 1. Arguing as in Step 1 of the proof of Theorem 1.6, we conclude that if (1.14) holds,

then f € W 11(Q) and D¥f € M(Q;R"k), i.e., D¥f is a Radon measure with finite total

loc

variation in Q. Moreover, denoting by |D¥ f|(Q) the total variation of D* f in Q,

A} f(z)]
K1 D" ) < liminf | -(|h]) dh dz.
mK 15| D" fI(Q) < limin //B(Orz) ( hE )p (In]) dh dz

Indeed, from (5.14) and (5.15) with ¢ = 1 we infer (5.16) for p = 1. Using, in addition, the
compact embedding of BV (B;R™) into L'(B;R™), and the sequential lower semicontinuity
of the total variation with respect to weak- convergence in M (2; R™), the statement follows.

We also observe that the arguments in Step 2 of the previous proof imply that if f €
VVIIZ’C1 () is such that D¥f € Ll(Q;}R”k)7 then (1.14) and (5.17) hold with p = 1.

Finally, we show that Theorem 1.4 can be considered as a corollary of Theorem 1.6 under
an additional condition on the function w.

Alternative proof of Theorem 1.4 under condition (3.11) with ¢ =0. Fix z¢p € , and let
ro > 0 be such that B(zo, (k + 1)rg) C ©Q and (1.12) holds. With the definition r, :=
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dist(z, 0B(xo, %3-))/k one obtains

= lim / / <A 1(<: )|>p5(|h|) dh dz
e—07F B(zo,r0) Y B(0,70) |h|
Ak f
> limsup/ / (| ](C )> pe(|h]) dh d.
e—0+ :vo 2 B(0,rz) |h|

So, in view of Step 1 of the previous proof, see (5.2) for p € (1,+00) and Remark 5.2 for
p = 1, where only the lower bound in (1.13) was used, we conclude that f € WIIZ’CP(B(:UO, 2))
with D¥f € LP(B(xo, 2); R"") and

L(Io 7—0) |Dkf(x)|p o= 07 (521)

if pe (1,+00), and f e W l’l(B(xm%O)), DFf e M(B(zg, %2); R™"), and
|D* fI (B (x0,70/2)) = 0, (5.22)

if p = 1. Equalities (5.21) and (5.22), together with a covering argument, yield that f
coincides almost everywhere in 2 with a polynomial of degree smaller than or equal to
k—1. (Il
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