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1. INTRODUCTION

Enterprise Systems (ES) are large-scale, integrateds-functional, and data-centric application
software that provide service to all or a groupifanizational subunits. Enterprise systems consist
different categories, such as ERP (Enterprise Resdianning), SCM (Supply Chain Management),
CRM (Customer Relationship Management), KMS (Knalgk: Management System), and DMS
(Document Management System). Since 1990s firme haxested heavily in these systems such that
the worldwide enterprise software market amounteabbut $230 billion in 2008 and is estimated to

reach around $315 billion by 2012 (Gartner 2008).

Numerous reports of successful ES projects wittsiciamable operational and strategic benefits exist
(Murphy and Simon 2002; Shang and Seddon 2002; ipeore2000). Equally important, the failure of
ES investments has been frequently acknowledg#tkiliterature, ranging from 40 to 75 percent of
implemented projects (Hong and Kim 2002; Liangle2@07; Scheer and Habermann 2000). The
implementation of an enterprise system can go letylom boundaries of a single department or even

the whole organization and involves tremendoussrasid uncertainties and a worrying level of
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acknowledge Marshall van Alstyne, Ronald DekkendaRd Ortt, Alexander Verbraeck, and Gert-Jan destlecfor their
in-depth review of the paper and valuable commantsUmer Wasim for his contribution in the datafieation/cleaning
process. We are grateful to Vijay Gurbaxani anchizetStraub for their pre-submission review and tostive comments
on the paper. We appreciate participants in tidrit8rnational Business Information Management Aisgiom (IBIMA)
conference in Marrakech, the European CommissiasieBss Watch conference in Brussels, and the Earopnion
Knowledge for Growth conference in Toulouse forithiseful comments on earlier versions of this pape
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complexity that should be managed (Davenport 18R@&ng et al. 2004; Rettig 2007; Sumner 2000).
Moreover, ES initiatives are generally among thesthhengthy and expensive Information Technology
(IT) projects of companies nowadays (Markus e2@00; O’Leary 2000; Scott and Vessey 2002).
While the average installation costs about $15ionijllarge organizations end up spending hundréds o

millions of dollars on ES software (Rettig 2007).

The above characteristics of enterprise systemkemgntations make the systematic and rigorous
assessment of their business value particularlyprtapt for corporate decision-makers. In this regpe
the long-term, post-implementation assessment cfdfi®are is of great import. Enterprise systems
lead to diverse effects throughout their lifecy@Battiker and Goodhue 2005; Markus and Tanis 2000;
Nicolaou and Bhattacharya 2006; Rajagopal 2002sRad Vitale 2000). Enterprise systems take a
long time to be implemented and further to be austed and are largely used over a span of several
years. Prior evidence suggests that enterpriseragsbenefits accrue over periods of time as opposed
to one-time windfall gains and that a time-lag@ifyears is necessary before ES adopters begin to
demonstrate positive differential performance imparison to their non-adopting peers (Liu et al.
2008; Nicolaou 2004a, 2004b). Moreover, the sucoes&silure of early stages (i.e. the implementatio
or shakedown phase) does not necessarily relaite foerformance effects of later stages (i.e. ts-p
implementation or acceptance phase) (Bajwa e84 2Chou and Chang 2008; Hakkinen and

Hilmola 2008; Liang et al. 2007).

This paper analyzeshetherandhowthe adoption of enterprise applications affectéquarance of
companies after these systems are used for aisafficlarge period of time. The existing body bét
empirical literature usually focuses on a singleetpf enterprise software (and mainly ERP) and uses
case studies or, to a lesser degree, surveyedrdata limited number of (mainly US) sectors (e.g.
Hendricks et al. 2007; Hitt et al. 2002; McAfee 2D0The literature on the innovation and

performance impacts of other enterprise systenstyipen ERP is either scarce or absent. Furthermore,



most of existing literature focuses on immediatstart-term as opposed to long-term effects of ES
(Esteves and Pastor 2001; Yu 2005). This papezgrdiffom previous studies in four aspects. Fitst, i
provides large-sample, economy-wide evidence ofithrelevel performance effects of ES adoption
across the major industries of European count8esond, it enables cross-system comparison by
analyzing the differential effects of different ergrise systems on various innovation and perfooman
measures of the firm. Third, it concentrates onpib&t-implementation stage of ES applications,amath
than their selection, implementation, announcermeshakedown phase. Fourth, it differentiates
between the direct and indirect effects of entsgsystems on firm performance and identifies prbdu

and process innovation as important mediating facto

The present study enhances our understanding dfaspacts of firm performance are influenced by
different types of enterprise systems and througatwnechanisms. The findings show that all ES
types, which were examined, significantly incretiselikelihood of product and process innovation. |
addition, most of ES categories exhibit signifitapiositive impact on revenue, productivity and
market share growth. In contrast, none of ES tgmgsficantly increase the odds of being profitable
while ERP systems even decrease the odds. Thes@lyther reveals that innovation plays a
significant mediating role in linking ES adoptianfirm performance. The direct effect of enterprise
software on firm performance for most of ES categgocompletely disappears when the indirect effect

through product and process innovation is expjicticounted for.

We proceed by reviewing the literature in the reedtion to gain knowledge on the benefits, costls an
effects of enterprise systems. Section three eaggléca conceptual model to link ES adoption to firm

performance. Three hypotheses are derived on @is bathis model and the reviewed literature. The
next section describes the sample data. Sectierdiscusses the econometric model used to test the

hypotheses and explores the relevant operatiotializessues. Estimation results are presented and



discussed in section six. We finally conclude thpgr and provide recommendations for future

research.
2. BENEFITS, COSTS AND EFFECTS OF ENTERPRISE SYSTEM
2.1. Enterprise System Types

The literature on critical success factors and miggdional change management of enterprise systems
identify factors that influence the quality and sess of ES implementations (Al-Mashari et al 2003;
Markus et al. 2000; Motwani et al. 2005; Nah e28l01). On the basis of the existing literature, we
distinguish between two classes of enterprise Byst&hese classes differ by the extent of the
organization that is (fundamentally) affected bstaflation of the system. Implementation of some
enterprise systems requires a wide range of orgaormal units to be involved/changed, for these
systems to provide full functionality accordingtheir design specification. ERP systems, for instan
cannot effectively function unless the informatitmnsactions, and functions of different domaihs o
the organization, such as procurement, producti@rketing and sales, distribution, finance, and
human resource management are integrated throsigarad data store (Davenport 1998; Willcocks
and Sykes 2000). Similarly, SCM applications cast ligfill their functional promises by coordinagjn
and streamlining the activities related to movenaamt storage of raw materials, work-in-progress
inventory, and finished goods throughout the wisnlpply chain of the company (Liu et al. 2005;
Lummus and Vokurka 1999). KMS software is also pive when the information and knowledge
assets of the organization are all collected, argal) combined, processed, and shared (Alavi and
Leidner 2001; King and Marks Jr. 2008). We categothese enterprise systems whose
implementation involves and affects a broad spetwliorganizational entities asganization-wide

systems.

The other class of enterprise systems is more medfio a limited number of organizational units.
These systems are typically simpler and easiesstoamnd are not necessarily implemented throughout
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the whole organization. For example, CRM systerasuaed to gather, track, and analyze a company’s
contacts and relationships with its current or pexsive customers (Boulding et al. 2005). The
Marketing and Sales department of the companyuallysthe organizational unit that is directly
involved in and affected by a CRM installationfaat, for a functional CRM system, all the separate
firm departments are not necessarily integratedSCHgplications can be installed for separate
departments and do not need full organizationalgration as well (Knowles 1995; Laserfiche 2007).

A DMS is a computerized system to collaborativelyate, edit, archive, and publish electronic
documents of a single or multiple domains of araaization with similar documentation processes
and requirements. We categorize these enterpriterag whose implementation narrows to a limited

array of organizational entities dsmain-specific systems
2.2. Benefits and Costs of Enterprise Systems

Numerous benefits and costs have been attributedterprise systems in the literature. The benefits
enterprise software can be grouped into four catege.g. Botta-Genoulaz and Millet 2005; Botta-
Genoulaz et al. 2005; Davenport 2000; RikhardssoiKasemmergaar@006; Shang and Seddon

2002; Uwizeyemungu and Raymond 2009):

(1) Information reach and richnesenterprise systems make new, improved, more atsuand
otherwise inaccessible information available tdedént organizational units; this results in
better governance and control of the firm, impropkhning and coordination of activities,

more informed decisions, and faster response times.

(2) Process automation and integratidmisiness processes of the firm are changed argefurt
streamlined according to built-in best practicethef enterprise software; this results in
administrative savings through eliminating manugpetitive procedures and operational

savings through more efficient and aligned busipegsesses.



(3) Information systems maintenance and modificateonenterprise software in the form of a
central and integrated IT system instead of seveoskly-coupled subsystems and separate
business applications results in reduction of imf@tion systems costs through economies of

scale and scope.

(4) Organizational competence and effectivendssiugh different mechanisms, enterprise
systems adoption leads to among others, organmedti®earning, employee empowerment,
business agility, service quality, and customeskattion, which can be further translated to

growth and competitive advantage of the firm.

The benefits of enterprise systems go together edgttain costs and restrictions (e.g. Davenpor8199
Kremers and Van Dissel 2000; Robey et al. 2002;&ath. 2000). In addition to spending in software,
hardware, training, maintenance, and consultanycss, the costs and restrictions of enterprise

systems can be categorized into four groups:

(1) Structural rigidities and misfitshe built-in, generic best practices in the enisgpsoftware

might not optimally suit the particular, local reqments of the implementing organization.

(2) Data standardization and organizational changje initial technological investment and later
organizational change required for standardizirtg dad processes might result in various
restraints and resistances by employees; changinkevs’ visions and attitudes towards

technology also adds to the challenge.

(3) Error- and change-escalating effecthe tight coupling and interaction of IT comporseint the
form of a unified, centralized enterprise systenkesat hard to change or adjust a single
subsystem without affecting others; an error oakdewn in one subunit quickly propagates

throughout the whole system.



(4) System size and complexitige huge size combined with high degree of conifylemakes it
complicated and time-consuming to learn, understemffigure, test and use enterprise

software.

Complex organization-wide systems have more patktatigenerate business value and competitive
gains. However, the extra benefit comes at theaosiore considerable risks, structural rigidities,
organizational changes and error-escalating ef{fétiiang et al. 2004; Rettig 2007; Scott and Vessey
2002; Sumner 2000). In contrast, domain-specifiiegtions are relatively smaller, simpler, cheaper
and easier to implement, optimize, and use aneéfiver expected to exhibit higher probabilities of

successful implementation.
2.3. Performance Effects of Enterprise Systems

Two streams of research can be distinguished., BT Business Value literature investigates
information technology effects at different levefsanalysis. The earlier studies are equivocal in
pronouncing the business value of IT, with a nundfeéhem reporting negative, neutral or mixed
effects (Byrd and Marshall 1997; Hitt and Brynjslés 1996), while the majority of the more recent
studies confirm a significant positive impact (Baad et al. 2006; Bartel et al. 2007; Bharadwaj 2000
The second strand of the literature focuses oropeence impact of enterprise systems as a
specialized subclass of information technologiesn@ficks et al. 2007; Hitt et al. 2002). The exigti
empirical literature largely consists of trade @es, (collection of) case studies, field experitegand
(self-reported) industry surveys, mostly from th® (¢.g. Akkermans et al. 2003; Kohli and Hoadley
2006; Mabert et al. 2001 and relevant referenocexeih; McAfee 2002; Uwizeyemungu and Raymond
2009). These studies are useful by offering meduiramd concrete lessons for implementation
strategies but lack a certain generalization af tlesults that is achievable through rigorous and

representative empirical analyses.



The existing empirical studies based on objectata @re equivocal about the performance effects of
different types of enterprise systems. A numbestodlies report negative impacts during the
implementation process or one to two years aftd?P Egtems go live (known as shakedown, shakeout
or brake-in phase) and only positive effects dfier to three years of continued use (known as odwar
upward or acceptance phase) (Hitt et al. 2002gLial. 2008; Nicolaou 2004a). Several studies also
report insignificant differences in profitability inancial performance between ERP-adopters and
non-adopters (Poston and Grabski 2001; Wieder. 086). On the contrary, a considerable group of
the literature observes profound positive impa€tSRP adoption on order lead time (Cotteleer and
Bendoly 2006), on profitability (Hendricks et ab@7), on return on assets, return on investment and
asset turnover (Hunton et al. 2003) or on infororatesponse time and order cycle (Mabert et al.

2000).

Although the majority of the existing literature enterprise systems focuses on ERRd uses US
data, there are a handful of studies on other g&stgnd based on non-US data. Here, a distinction
shall be made between two branches of the litexaiithie first group treats SCM, CRM and KMS
concepts as a corporate policy, management pramticeganizational capability (e.g. Li et al. 2006;
Massey et al. 2002; Coltman 2007; Ryals 2005).sdwnd group explicitly focuses on SCM, CRM,

and/or KMS as IT-based enterprise systems.

Dehning et al. (2007) investigate the financialdféa of SCM systems in 123 US manufacturing firms
and report improvements in gross margin, inventorgover, market share, return on sales, and
general administrative expenses. Similarly, Herkdriet al. (2007) use a sample of 140 SCM
implementations in the US and show that, on aver@@& adopters experience positive stock returns
and improvement in profitability in comparison teeir industry peers. Shin (2006), using a productio

function approach and a dataset of 525 Korean Shititis that SCM adoption raises SMES’

It is partly because ERP has been introducedinsiness earlier than most of the other enterppgéications and can act
as a platform for implementing them (Ragowsky anth&rs, 2002).
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productivity, especially in the manufacturing secWieder et al. (2006) rely on a sample of 102
Australian firms to conclude that SCM software, wigntly used with ERP, results in higher

performance at the level of internal business Bses

Hendricks et al. (2007) analyze a sample of 80 GRplementations in the US and find no evidence
for improvement in stock returns or profitabilityrffirms invested in CRM. Using 21 responses from
an exploratory survey conducted in the UK finansevices sector, Karakostas et al. (2005) report
limited benefits from IT-enabled CRM tools in terofsoperational saving and absolutely no effect on
internal processes. Feng et al. (2004) setup anpsé design and find that KMS-adopting firms
significantly reduce administrative costs, impr@veductivity and gain competitive advantage over
their non-adopting peers, especially in the sege@adt after implementing the knowledge management
system. In a similar study, Feng and Chen (20039rtehat KMS adoption pays off in profitability,

particularly in manufacturing firms.
2.4. Innovation Effects of Enterprise Systems

The literature adopts two opposing views with relgarthe innovation contribution of enterprise
systems. Enterprise systems can impede but atealate innovation. One view deals with the inherent
rigidities and complexities of enterprise systemd thus advocates the impeding effects. Enterprise
applications can impose structural and procedunastraints, as they bring and install with themsslv

a set of generic, pre-programmed and fixed or basclistomize routines and procedures in the
organization, which might fit the information neeagernal structures and specific idiosyncrasies o
some organizations but misfit those of others (Keestand Van Dissel 2000; Soh et al. 2000). In this
view, enterprise systems are understood as comsigasystems with inherent rigidity, inertia, and
resistance to change (Davenport 2000). The tighploog and cross-departmental integration of,

especially organization-wide, enterprise systemkenthem highly complex, vulnerable to change and
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difficult to understand/manipulate and thereby hampnovation (Gattiker and Goodhue 2000; Robey

et al. 2002).

The other view focuses on information reach ankinéss promoted by these systems and therefore
acknowledges an enabling role. Enterprise systeensreblers of innovation and change as
information and knowledge are essential elementisannnovation processes of the firm (Leonard-
Barton 1995). Enterprise systems enhance the atxassl flow of timely and accurate information
and relevant ideas internally and externally. BEuselerates the problem solvings and decision
makings involved in any innovation process. Furtieme, enterprise applications have the potential to
significantly enhance the knowledge capabilitietheffirm through increasing its absorptive capdcit
(Kim 1998; Sirvardhana and Pawlowski 2007) and joiog opportunities to acquire new knowledge

(Ko et al. 2005; Lee and Lee 2000; Volkoff etz004).
3. CONCEPTUAL MODEL AND HYPOTHESES

The conceptual model focuses on the post-implertientphase of enterprise systems. Among other
researchers, Botta-Genoulaz et al. (2005) and Weimengu and Raymond (2009) emphasize on post-
implementation assessment of ES business valueeasfdhe important directions of future research

on enterprise systems. This is essential as prevesearch reports that long-run benefits of entsrp
systems can be completely different from their irdrate after-effects (Nicolaou 2004a; Nicolaou and
Bhattacharya 2006). In constructing the conceptalel, two notions are relevatte facilitating or
supportive role of E&ndthe enabling or innovative role of E&s far as the first notion is concerned,

IT in general and ES in particular can directly o and facilitate the status quo, i.e. curretuagion,

in the firm. This includes increasing the efficigfproductivity of current workflows, automating

existing business processes, facilitating presgotmation routines and communication channels, and

2 The efforts and interactions of organizational rhers to observe and resolve problems during théeimgntation and
customization of an enterprise system significaimtyease the absorptive capacity of the orgarminati

® The business knowledge pre-embedded in the acthiteand reference model of the software as waha expertise of
consultants and advisors participating in systestalfation and maintenance are important sourcegwfknowledge.
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supporting available product portfolios and senafferings of the firm. With regard to the second
notion, IT and especially ES can substantially geatfie status quo and enable new or significantly
modified practices, routines, processes, methdas)rels, services, and/or products. The enablileg ro
yields new processes, services and/or productsharsdndirectly affects firm performance through

these innovations. These two notions lead us tetoact the model displayed in Figure 1.
INSERT FIGURE 1 ABOUT HERE

As shown in Figure 1, enterprise systems affent performance through two different paths. The
upper path is the direct path without any interagrelement in between. The lower indirect path,
though, goes through innovation as the mediatiogpfaThe central component of the model relates to
firm-, market-, and country-specific characteristibat moderate the relationships in the modek Thi
means that the effect of enterprise systems orocatg performance can differ from one firm to
another, depending on the firm’s resources andixkipes (e.g. the skills level or infrastructurétbe
firm), market and industry conditions (e.g. concation of the market or knowledge-intensity of the
sector), and country characteristics (e.g. theleggry regime or intellectual property rights oéth
country). Below, different constructs and relatiops in the model are substantiated in more details

leading us to formulate three research hypotheses.
3.1. The Relationship between Enterprise Systems Agtion and Innovativenes$

Innovation is a knowledge-intensive organizatigmaicess (Adamides and Karacapilidis 2006), where
information and knowledge are the key determinahticcess (Brown and Eisenhardt 1995).
Innovation is a process where creative and knovdabig people and communities frame problems
and then search, select, and combine informati@mb@nce their understanding and resolve the
problems (Teece 2001; Von Hippel 1994). In an iratmn process, for optimal decision making and

problem solving, all the relevant information, ideand insights should be considered and all the

* The terms “innovativeness” and “innovation” aredisnterchangeably in the literature as well as phiper.
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obstacles and constraints shall be identified fadinthe relevant (distributed) sources and stalarsl
The required knowledge for the innovation processtg either inside or outside the boundaries ef th
firm. If the knowledge is available internally ntust become visible to everyone through gathenm a
codifying it at a central, accessible locationstiviay, the important information does not remain
trapped in isolated minds, documents or applicatitiithe required knowledge is not available
internally, it must be collected, structured, andgessed through external sources (such as sugplier
customers, universities, and consultants). Inréspect, enterprise systems facilitate informatiow

and communication among the diverse set of actaddeams involved in an innovation process. They
help the corporation be more innovative as theyeggge, organize and integrate data, from internal
and external sources, and process it into useflatmmation (Richards and Jones 2008). Even more,

they support transformation of information into angzational knowledge (O’Leary 2000).

The adoption of enterprise systems does not omyeocwith benefits but also at certain costs. The
hindering effects of enterprise software with re$pe innovation can be summarized into two groups:
(1) the inherent rigidity and inflexibility of emgrise systems due to their built-in business @msce
models, which might not suit every single organ@a(Davenport 2000; Soh et al. 2000) and (2) the
difficult task of customizing these systems duéhtr high level of integration and complexity, whi

impedes their users’ understanding, learning ama@é capability (Robey et al. 2002; Rettig 2007).

The benefits can be expected to outweigh the @coske long run as a firm uses its enterprise
application for a lengthy enough period of time. fact, we expect to facesystem lifecycle effees

the main obstacles are primarily experienced dutiegmplementation and early post-implementation
(or shakedown) of the enterprise system, lasting$dong as 2-3 years (or, in some instances,)more
(Hitt et al. 2002; Hunton et al. 2003; Liu et aD08; Markus et al. 2000; Poston and Grabski 2001,

Rajagopal 2002). Afterwards, we expect that thetpeseffects become dominant. By the time we

® The existing research indicates that for an aweE application this time period is about two geftendricks et al.
2007; Mabert et al. 2000; McAfee, 1999; Nicolao®28; O’Leary, 2000; Umble and Umble, 2002).
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reach the so-called post-implementation phase tefjgrise applications, the firm should have learned
from its own or others’ history and be more condblé using and adapting the software to its own
specific needs and thereby more benefits are li&igr additional experience with the system (Scott
and Vessey 2000; Shang and Seddon 2000); emplskeatd have received the required
trainings/incentives and have accepted and ingtitalized the system as an inevitable part of their
routine day-to-day business activities (Petersal.&2001); software flaws should have been
adequately detected and removed and cross-funttionadination/integration has been probably
realized (Nicolaou 2004a). In this respect, theneempirical research shows that the performance
contribution of ES implementations improves onaeetisince adoption increases (e.g. Krasnikov et al.

2009; Wieder et al. 2006).

The internal, sectoral and national context in Wt innovation process happens, consisting of
among others workforce quality/education, orgamzet infrastructure, knowledge-intensity of the
sector, and the national innovation system of thentry, are also important elements in determining
and shaping the outcomes of innovation (Damanp®8i;1Scott and Bruce 1994; Subramanian and

Nilakanta 1996). The above discussion leads ugpothesize that:

Hypothesis 1: The continued adoption of enterpsisems enhances innovativeness of the firm as

measured by product and process innovation, cdimigpfor contextual factors.
3.2. The Relationship between Innovation and Firm &formance

The link between innovation and firm performance haen the subject of some past studies (e.g.
Koellinger 2008). Product innovation correspondthtgeneration of a new production function
(Beath et al. 1987). If demand for the new produasts in the market, sales can be expected to
increase. Even if the new product substitutes &stieg product of the firm, premium prices can be
charged and sales growth is achievable, providiegiew product is substantially differentiated from
the existing offerings of the firm (Shaked and 8wit1982). The above mechanism is conceivable for
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both physical goods and intangible services. Pasvation corresponds to the outward shift of an
existing production function (Dasgupta and Stigli880). This can be translated to productivity
increase (Ghosal and Nair-Reichert 2009) as maigubcan be generated using the same amount of
inputs or the same amount of output with less ispUhis productivity gain can be captured in lower
production costs of the process output(s). Theltiegcost saving can be further transformed todow
prices. Assuming that the price elasticity of bsyerhigh enough to substantially react to theepric

difference, ceteris paribus, process innovationlead to more revenues for the firm.

Although economic theory predicts that innovatimm$ will experience output growth and are more
likely to survive in the market (Audretsch 199%) @bility of the firm to appropriate above-normal
profits from its innovative sales and increaseritgket share is contingent on several, mostly eater
contextual factors (Geroski et al. 1993; Levinlefl887; Stoneman and Kwon 1996). The firm is able
to outperform its competitors and capture privatgs until the moment that the innovation becomes
technologically obsolete as the taste of buyernarnket standards change over time or the (direct or
indirect) competition copies the innovation (argassociated complementary assets) or introduces a
better, cheaper or more novel product to the mdflextce 1986; 2006). Therefore, to sustain the
payoffs, the innovator should put its effort to lpitmt any sort of imitation or technology transféhis

is the appropriability problem (Geroski 1995) amgheinds on a number of factors. Some factors are
internal to the firm such as its strategy towandsiing strategic alliances with rivals, adoptingetse
protective mechanisms (e.g. patenting, secrecycangplementary service bundling) or timing of
innovation, i.e. first-mover advantages (Harabi4)9®ther factors are exogenous and normally
beyond the control of the firm (Melville et al. 200and include market concentration, type of riyalr
knowledge intensity of the industry, rate of obsoknce of the technology, intellectual propertitsg

and regulatory regime of the country (see Rob&®9kand relevant references therein). To captw@e th
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above effects, the conceptual model incorporatagegtual characteristics as moderators of the links

among ES adoption, innovation and firm performance.
The discussion in section 3.1 and 3.2 brings ukeadollowing hypothesis:

Hypothesis 2: The continued adoption of enterpsigggems enhances performance of the firm as
measured by revenue growth, productivity growthrkeitashare growth, and profitability via product

and process innovation, controlling for contextteadtors.
3.3. The Direct Relationship between Enterprise Sysms Adoption and Firm Performance

The direct effects of enterprise systems on firmiggenance are observable when they facilitate or
support current processes, routines, work poliaresproduct/service offerings of the firm to make
them more efficient, without promoting radicallywmaays of doing or coordinating things or
introducing fundamentally new products or servié¢es.example, an ERP system results in
administrative and operational saving by elimingtmanual, repetitive tasks of data entry and
reporting (e.g. Davenport 2000; Gupta and Kohli®@0This can be translated to lower variable costs
of production and thereafter to lower prices anddeehigher sales if demand is price-elastic. Sihyila

a SCM application leads to lower inventory leveis arder processing times (Liu et al. 2005; Lummus
and Vokurka 1999) which can again manifest in tirenfof lower production costs and higher
revenues. KMS and DMS software result in interffiitiencies through facilitating knowledge sharing

and document searching (King and Marks Jr. 2008)tans promote productivity and growth.

Contextual factors play an important role in motlatathe direct link between ES adoption and firm
performance as well. Internal efficiencies aftestalling an enterprise system are made ineffeative

terms of price-cutting and growth promotion if atikempeting firms in the marketplace replicate éhes

® These systems might result in some inefficienitighe short run, as employees ought to spend sdrheir productive
time to codify their otherwise tacit knowledge dwmp the software updated. However, in the long cahective
productivity gains will be observed due to highed daster accessibility of knowledge and informatibroughout the
organization.
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efficiencies through installing similar systemsaolopting feasible alternatives. The discussion here

leads to:

Hypothesis 3: The continued adoption of enterpsiggems enhances performance of the firm as
measured by revenue growth, productivity growthrketeshare growth, and profitability directly (by

improving the efficiency of current practices aradigies), controlling for contextual factors.
4. DATA AND DESCRIPTIVE STATISTICS
4.1. Data

The data in this study originates from ecision-maker Surveys years 2003, 2005, 2006, and 2007
(two surveys), executed by e-Business Market W@tzhsponsored by the Enterprise and Industry
Directorate General of the European Commission.dijective of e-Business Market W@tch is to
monitor the adoption and asses the impact of ITeaBdsiness practices in Europe by providing
scientifically reliable, methodologically consisteand internationally comparative empirical datta o
European enterprises in diverse sectors. For casgmapurposes, the 2007 surveys are extended with a
considerable number of US establishments. The gsirmee conducted at the enterprise-lgviebm
random, representative samples of the respectitestry sector populations in each country. The
surveys use a mix of CATI (computer-assisted tedephinterview) method and face-to-face
interviews. The target decision-maker in the emteggs normally the person responsible for IT with
the company, typically the IT manager or chief tewlbgy/information officer. Alternatively, in small

enterprises without a separate IT unit, the mampdirector or the owner is interview&d.

The 2003 survey includes 10315 enterprises in 2Btcies and 22 sectdrthe 2005 survey 5218
enterprises in 7 countries and 14 sectors, and@86 survey 14065 enterprises in 29 countries and 1

sectors. The 2007 survey was conducted in fourraepaub-projects, two of which are relevant ts thi

" Defined as a business organization of one or mstablishments that is comprised as one legal unit.
8 Visit: http://www.ebusiness-watch.orfpr further methodological details on e-Busines@th Decision-maker Surveys.
° A sector is defined at 2-digit level (NACE rev1).

17



study: Manufacturing (MFG) and Retail, TransporL@&gistics (RTL). The MFG survey covers a sum
of 1821 enterprises in 8 countries and 5 sectaldta RTL survey 2023 enterprises in again 8
countries but only 4 sectors. If one pools alldagasets™ there are in total 33442 enterprises in 29
distinct European countries (EU-27 plus Norway &ndkey) and 29 different sectors (Manufacturing
{NACE codes: 15, 17, 18, 19, 20, 21, 22, 24, 25,20/ 30, 31, 32, 34, 35, and 36}; Construction
{NACE code 45}; Services {NACE codes: 50, 52, 58, 62, 63, 64, 72, 74, 85, and 92}). Before
constructing the pooled dataset, the individuauahsurveys were carefully cleaned and checked for
internal consistency. That means that all the Egic systematic inconsistencies as well as entry o
typo errors were detected (by means of computegrams) and manually removed from the dataset
after carefully observing the survey responseshynegne. Table 1 shows the distribution of entegpris

observations in each sector-country group in thegebversion of the dataset.
INSERT TABLE 1 ABOUT HERE

We deal with 448 unique markets (sector-countryspavith an average of 75 firms in each group.
Large countries of Europe represented in the sgmplaely Germany, France, United Kingdom, Italy,
Spain, and Poland comprise more than half of tlsemations. The remaining countries constitute
between 0.34% (Cyprus) and 5.30% (Czech RepuMiitjeosample. The manufacturing sector,
covering almost all the important low- and highkt@&edustries, amounts to 48% of the sample. The
services sector, making up 41% of the sample, soalenost all the important service industries ekcep
for banking, insurance/pension and financial inediration (NACE 65-67). The construction sector

represents the remaining 11% of the sample.

0 Since enterprise unique identifiers are not alélaconstructing a panel data through linkingdagasets is not possible;
a pooled dataset is the only viable option for earichg a longitudinal analysis at the firm-leveldenefit from the time
dimension of the data.

" Due to space constraints, only the pooled versfahe data and its descriptive statistics areepesi; descriptives of the
individual datasets are available upon request.
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To asses the representativeness of the samplegmwgaced the sample characteristics with thoseeof th
National Accounts data for the available counttfeBwo criteria were considered important: (1) the
relative distribution of different sectors (in tesmof the number of enterprises) in the surveyed
countries, and (2) the relative distribution offelient enterprise size classes in the sampledrsecto
The comparisons corroborate the idea that the saoapl be assumed to be a good representation of
the underlying population in the respective coastrihough, for those sectors of the economy which

are relatively heavier and more advanced user§ ahtl e-Business.
4.2. Descriptive Statistics
Table 2 gives the descriptive statistics of thevaht variables.
INSERT TABLE 2 ABOUT HERE

Forty-four percent of the firms in the sample hanteoduced at least an innovative product or servic
to the market in the annual period they were swegdewhile less than 40% of them have had an
internal process innovation in the same period.ulhalf of the firms have experienced sales growth
when comparing the financial year prior to the syrwith the year before. More than half of them
have experienced productivity increase while laas 45% have had market share growth in their
primary market(s). More than 83% of the sampleahdihave been profitable in the past year (with
reference to when they were survey¥dJhese promising performance indicators partlyefthe

expansionary, upgoing business cycle in the parfahalysis (2003-2007).

2 The control data is supplied by Eurostat (avadatithttp://epp.eurostat.ec.europa.eu/portal/page/pdast access: 11
Sep. 2009). The correlation tables and accompartgistg are not presented due to space constraingetessible upon
request.

3 The Financial sector is an exception, whereasaniintensive user of IT but non-represented irsample due to the
decision of e-Business W@tch to cover it in anodegrarate survey. Our sample is also not a goadgeptation of
Agriculture/Forestry, Fishery, Mining, Energy, aRdblic supplies with relatively low levels of ITage. Moreover, among
the different size classes, large enterprises (mithe than 249 employees) are slightly under-regmtesl in the sample.

14 As expected, the output measures are not indeperitiee Pearson correlation coefficients reveahilygest correlations
among the growth indicators: revenue growth andypectivity growth (0.61) and revenue growth and neadhare growth
(0.56). The lowest correlations exist between iratimn measures and profitability: process innovatiad profitability
(0.05) and product innovation and profitability®@). The complete correlation table is accessihlesguest.
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The average firm in the sample has about 134 erapkyof which about a quarter has at least a @lleg
or university degree and about one-tenth is pripwangaged in R&D activities. The standard

deviation of these variables indicates a rathgyelapread of their values around their mean and
thereby high heterogeneity among the sampled finntisese respects. Eighteen percent of the sampled
companies actively compete in international marksigy-nine and twenty-nine percent belong to
Western and Eastern Europe respectiveround 18% of the firms have a market share ofouf%

and 23% a market share of more than 25% with tstdymg somewhere in between. When it comes to
IT infrastructure, 71% of the enterprises have sste some sort of broadband internet with an
average of 30% (i.e. less than one-third) of teeiployees connected to high-speed internet at their
workplace. The standard deviation of this variat@efirms that it is wide-ranging around its average
point among the surveyed companies. Overall, 19%etampled firms are mature in adopting e-
Business technologies or conducting e-Businessepeas, which shows that there is plenty of room for

improvements in this area in Europe.

With respect to the variables of main interest,ergerprise systems, two-fifth of the sampled
enterprises is using at least one type of ES soétlwg 2007. ERP and DMS are the most commonly
used applications, with an average adoption rafeaft of 5 enterprises, followed by CRM, KMS, and
SCM; this can be partly explained by the fact B8P usually acts as a common platform for instgllin
CRM and SCM applications and that many companiefepga less complex system of information
management like DMS to a sophisticated one like KNIBloreover, CRM, KMS, and SCM systems

are relatively new compared to ERP and DMS.

5 Cyprus, Malta, and Turkey were not classifiedither Western or Eastern Europe.

8 |n our sample, about half of the firms with a CRMSCM system also have an ERP installed. Abottdfahe firms
which decided to implement an information managedrsgstem have only opted for DMS while only lesartt30% of
them have gone for KMS.
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The average IT budget (incorporating hardwarewsuot, services and personnel) as percentage of the
company total costs and turnover is 7.78% and 1.&Epectively.’ The available macro data
(Eurostat 2009) indicates a comparable trend @Xgenditure (as percentage of GDP) in most of the
sampled countries, although the average for thdeMBoropean Union (EU-27) for the sub-period
2004-2006 is higher, i.e. 2.70%. The average sbiafE practitioners (responsible for implementation
and maintenance of IT infrastructure and compugtwarks) as a percentage of corporate employees
(in absolute terms) is 8.85%. An important notisthiat the surveyed firms in our sample, on average
are using ERP, SCM, CRM, and KMS systems in thailydusiness for 66, 48, 42, and 44 months
respectively, by the time they were questiotfed Comparing these numbers with the available
observations in the literature, which imply an ager of 17-21 months for full installation and a
comparable or shorter period for optimization of&fplications (Hendricks et al. 2007; Mabert et al.
2000; McAfee 1999; O’Leary 2000; Umble and Umbl®2)) indicates that the average firm in our
sample has already passed the implementation,mirsttion and adaption phases of enterprise
systems and is likely in a diffusion, routinizationinstitutionalization stage where it is capatfie

utilizing the installed applications effectivelygproductively (Rajagopal 2002).

Finally, the comparison of ES adoption rates oweetand in different enterprise size classes and
industrial sectors in Europe yields interestingihiss Figure 2 shows an overall growing trend of ES
adoption in Europe in the period 2003-2007. Thetrnossiderable growth for all the ES types under
consideration is seen from year 2003 to 2005. 2665 to 2007, the ES market in Europe seems to be
more stable. Over this period, ERP adoption haglhaxperienced any growth, while SCM and CRM

utilization have grown modestly.

' The budgetary data is not presented in TabletRissnformation is not available for the whole iperof analysis but
only for some years of the survey.

8 Taking into account the adoption frequency ofatiéht enterprise systems in the sample, theseeigran be translated
into a weighted average of more than 52 monthalfout 4.5 years) as an overall ES maturity indicato

19 The medians are 54, 38, 30, and 35 months angkiftentiles with less than one year of adoptior7&se13%, 15%, and
14% for ERP, SCM, CRM and KMS respectively. Theimimm of adoption duration for all the ES categoigeene month
and the maximum more than 167 months.
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INSERT FIGURE 2 ABOUT HERE

Figure 3 clearly indicates that large enterprisath(more than 249 employees) use ES software ypf an
type significantly more than their medium and srealinterpart$® This can be partly attributed to
availability of investment capital and other orgaational resources, which are necessary for
implementing and maintaining these systems, irelaagporations. Moreover, ES applications
typically imply substantial organizational changesl governance implications, which make them
impractical or unjustified for rather smaller orgaations with lower levels of structural complexity

and information need.
INSERT FIGURE 3 ABOUT HERE

Figure 4 shows that the construction sector (witelatively lower degree of technology adoption,
innovation, and skilled labor) generally adoptsentise systems less than the manufacturing and
services sectors. Between the manufacturing amitesy ERP and SCM are more common to
manufacturing firms while CRM, KMS and DMS to s&es companies. This can be explained by the
nature of core business functions, internal praeeasd final products of these two broad sector
categories. In the manufacturing, the core actisitif the corporate value chain include procurement
inbound logistics, and operations to transformghgsical inputs into finished goods (Porter 1985).
the services, supply chain management, materialdling and physical operations are of a lesser
significance, while marketing/sales, after-salegsises, and customer relationships are more impbrta
due to the more intangible character of the fimatpcts. Furthermore, services firms are usuallyemo

knowledge-intensive than their manufacturing corpdds.
INSERT FIGURE 4 ABOUT HERE

5. ECONOMETRIC MODEL, OPERATIONALIZATION AND REGRES SION METHOD

20 One-way ANOVA was used to test the significancéhefdifferences. The test results are availableeqnest.
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5.1. Model Specifications

The following general logistic model is used tatelenterprise systems adoption to firm-level

innovativeness.

p(Innovation ; =1)

. =a,+mES, +a,Size +a,Education ; +a,Internet . +a.eBusiness, +
1- p(Innovation ; =1) 0 FALES,) T A 12Ty n;+a, L +as Si

D" Market, +>" Time +u; +§ | @
wherei andj refer to the firm and the market in which the fioperates respectively ang and g
specify unobserved market- and firm-specific eBect

A similar estimating equation is used to modelttital (including both the direct and indirect) effe

of enterprise systems adoption on firm performance.

p(Performareg ; =1)

n =B, +B,ES, +B,Size + Education .+ f,Internet . + S.eBusiness, +
1- p(PerformanIEJ :l) ﬁo ﬁl ] ,32 Q,J ES \i ﬁ4 F,J ﬁS S,J

> Market, ; +>° Timeg j+u, +& ; @

The dependent variable in the above estimation taasli¢he log odds of a measure of innovativeness
or performance. We distinguish between two inn@ratypes: product innovation and process
innovation. We also deal with four performance @adors: revenue growth, productivity growth,
market share growth, and profitability. These an@iag the key measures of firm performance as

recommended by, among others, Chand et al. (20@bMarch and Sutton (1997).

In this study, we differentiate between the difectfacilitating) and indirect (or enabling) effeatf
enterprise systems on firm performance. Innovas@redicted to act as a mediator in transmitting t
indirect effects. Robust and systematic identifaabf indirect effects, especially when the meadiat
factor is dichotomous, presents conceptual andipahdifficulties in nonlinear models such as kogi

(Li et. al 2007; MacKinnon 2007; Van der Laan amtiedPsen 2004). Among the available path-analytic
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methods, we employ the following 3-step approacyietnl easy-to-interpret results (Baron and Kenny

1986; Cohen et al. 2003; Hair et al. 2006: 867-868)

1. First, model (2) above is used to estimate the (oéa the qualitative sum of the direct and

indirect) effect of enterprise systems on firm perfance®

2. We then develop model (3) below where two innovatlammies are included as additional
predictors of firm performance. This model extraas only estimates the direct effect of

enterprise systems on firm performance.

p(Performareg ; =1)
n ,
1- p(Performareg ; =1)

D Market ;+>" Time, +u; +5 | ®

=), +V,ES,j +I/2Innovatioqyj +),Sizg ; + y,Education  + y;Internet |+ y,eBusinesg+

3. Atlast, we compare the estimation results of m¢&eand (3). If the relationship between ES
adoption and firm performance remains significard anchanged once innovation is included
in the model, then mediation (and, consequentlyjilirect effect) is not supported. If the
relationship reduces but still remains significdhgnpartial mediationis supported. If the
relationship is reduced to a point where it issighificant anymore, theiull mediationis

verified.
5.2. Construction of Variables

Table 3 summarizes the output measures in mode(8)Aand their definitions. These dichotomous
variables take a value of 1 if the firm exhibitseatain characteristic and 0 otherwise. In otherdspif
the corresponding response is “yes” or indicatpesitive change (i.e. “increased”) the measure is
coded 1 and 0 otherwise. “Don’t Know [DK]", “Refud#o Say”, and “Not Applicable [NA]”

responses are recoded as missing.

INSERT TABLE 3 ABOUT HERE

2L A simple arithmetic summation does not give a iseeestimate as we work with log-linear models.
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The qualitative output measures used in this rebd@ave two advantages. The first one is that they
provide information on the changes and dynamidb@performance measures. Information on the
(absolute) level of turnover, productivity, markétare, or profit of the firm per se would not rdvea
insights about the comparative performance imprargm(due to ES adoption) as tracking these
levels over time is not possible in a pooled daté&econd, in contrast to common input-based
indicators, such as R&D intensity, or indirect, muttoriented measures (such as patent counts), the
qualitative innovation measures employed in thislgimply explicit, actual innovative output of the
firm rather than an innovation-related activity @lhmay or may not finally lead to an innovative

output).

The set of explanatory variables in models (1)e@@)sists of both the ES adoption variables and the
observed control variables. Table 4 summarizesdleyant covariates and describes their source

guestion(s) in the survey.
INSERT TABLE 4 ABOUT HERE

ES, is a vector of system variables that takes twoiorss? The basic specification only includes a
dummy variable tracking if the firm uses enterpggstems (of any type). The comprehensive
specification extends this overall indicator inteed of five dummies referring to ERP, SCM, CRM,
KMS and DMS adoption separately. We include themm@diog number of employeeSige;) to control
for size and hence economies-of-scale effects.drdngns are more likely to have introduced
innovations due to higher availability of financaaid knowledge resources. The logarithmic form is
used to reduce the effect of skewness, as the nushleenployees is right-skewed. Percentage of
higher-educated employedsducation;) is a measure of general skills- and knowledgetlew

shortly, professionalism of the workforce, whichttaes to both innovation and business performance

22 For the sake of robustness check, we ran fouiores®f each model. Two versions (with a single tynor dummies
for all application types) are presented in thipggaThe other two models (with dummies for onlgaoization-wide or
domain-specific systems) yielded comparable resultsrms of the sign and significance of the eatis.
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of the firm (Damanpour 1991; Scott and Bruce 1®4hramanian and Nilakanta 1996). Investments
in IT, in general, and ES software, in particue associated with the availability as well assthare

of labor that is highly educated and skilled (Bolfgson and Hitt 2002; Chun 2003). Bartel and
Lichtenberg (1987) also argue that better educateélers have a comparative advantage in learning-
to-use, implementing and using new technologiesimmolvating as they assimilate and transform new
ideas and perspectives more readily. As a resudtusion of this variable from the model would ritsu

in an upward bias in estimating the ES effects.

IT infrastructure is the next influential factorigd internet penetration and strong IT infrastroetin

the workplace lead many companies to rethink thesiness practices and encourage them to utilize e-
Business applications (Mendelson 1999; Zhu 2004)oAg infrastructure variables, broadband
internet connectivity enhances innovation (Van leew et al. 2009). Internet-enabled employees are
also more productive, ceteris paribus, as (fastymet allows them to promptly obtain and share
information through internal and external sourc&SE 2008). Moreover, the broadband intensity of
the firm is considered as a good predictor of hdwaaced its IT infrastructure and how large its IT
capital stock is (Eurostat 2008). To capture tliectfwe usdnternet; as a dummy variable to indicate
if the firm uses any type of broadband internetaHy, it is questionable to compare the effecEsf
adoption on firm performance in firms with divergelegrees of engagement in (or reliance on) e-
Business. We therefore usBusinesg as a binary variable to distinguish firms withigngficant part

of their business processes being conducted etecity from those with only minor or none
involvement in e-Business. If ES adoption is assed with more e-Business use in general and e-
Business adoption affects firm performance podifiiéien omitting this explanatory variable would

result in upward-biased estimates of the ES vaegabl

In models (1)-(3), we also control for market efgethrough market share measures. Firms enjoying

large market shares have more market power, bdrafitpremium prices and private profits (for
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instance, through monopolistic behavior), have sete more funds and protective mechanisms, and
are more likely to engage in innovative activitfjegy. Blundell et al. 1999). Thereby, we includset
of four dummies for different market share classssxplained in Table 4. Lastly, we correct for

economy-wide transitory shocks to performance bojuiting a dummy variable for each survey y&ar.
5.3. Regression Method: Conditional Fixed-effects agit

We employ conditional fixed-effects logit for qualive outcomes to estimate the models explained
earlier (Chamberlain 1980). This method is requtoedenerate consistent results, taking into accoun
the nature of our data. Correction is needed fobsarved heterogeneity including firm-, sectord an
country-specific effects in order to attain unbasstimates. Firm-specific effects (and omitted-
variables bias) are controlled for as far as relefiam-level regressors are included in the model.
Further control is not feasible as repeated firmenbations cannot be identified in our dataset.
However, sector- and country-specific effects camétter accounted for since repeated observations
over different sectors and countries can be waded in the dataset. The economic and regulatory
conditions of each industry sector differ from @moeintry to another. Besides, the economic and
structural conditions of different sectors withisiagle country vary greatly. However, the conatitio

of one sector in a single country can be assuméd teasonably comparable for all firms operating i
that sector and rather stable over time. Theretsgctor-country group or market is the preferred

economic unit for eliminating exogenous fixed eféec

23 We also ran regressions with a number of additierglanatory variables to check for the sensifivit the results with
respect to alternative specifications and to irmeethe overall fit of the model. In one version,ingduded “the share of
employees directly engaging in research and dewsdop activities” as an extra quality measure ofdbigorate human
capital. In another attempt, we repladetkrnet; with “the share of employees with broadband inteaweess at their
workplace” as an alternative, continuous indicatidfiast internet connectivity. Finally, we estiméthe models with an
additional market-related control that indicatethi firm competes in international markets or hatluding additional
explanatory variables did not improve the oveialbf the model significantly. In all the casesnguarable results were
gained in terms of the sign and significance oftadl estimates. Due to smaller sample size of thasations (caused by
more missing values) and thereby reduced reprdasantass of the estimation sample, we decideddk &1 the basic
specification with the original set of independeatiables explained in the text. Non-reported rissate accessible upon
request.
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We opt for modeling the relationship between obaleler characteristics and performance outcomes of
the firm in an error component model with sepacatatrols for firm- and market-specific effects, i.e
models (1)-(3). We further opt for using a condiibvariation of logit for estimating the effects o
interest. Our choice of specification model andesgion method is based on three reasons. First,
maximization of the fixed-effects likelihood funati can generate inconsistent estimations if theee i
considerable large number of matched case-contoapg with a rather small number of observations
per group relative to the sample size (Chambed@B0). Second, contrary to an unconditional fixed-
effects model (with only firm-specific but not matkspecific effects), the error components in model
(1)-(3) relax the assumptions that market effectsrmdependent of observed and unobserved firm
effects (i.e.E[uj |;(i,jJ¢ 0 and E[uj |5i,,~J¢ 0). These assumptions are generally unrealistimaget

and country characteristics have certain effect®onation, development and decline of firms aslwel
as their characteristics that are shaped over(@ge Dunne et al. 1988; 1989). Third, adding sajgar
industry and country dummies into the regressiodeh@.e. DV method) is not the preferred approach
to control for sector- and country-specific hetenogity as: (1) the DV method implies that a sector,
although different from other sectors, is identicadll countries, while sectors expose diverse
structural and economic characteristics in diffe@untries; and (2) this method would confound
sampling and real effects, due to the heterogenemeerage of industries among the sampled countries

(Koellinger 2008y*
6. REGRESSION RESULTS AND DISCUSSION
6.1. The Impact of Enterprise Systems Adoption oniFm Innovativeness
Table 5 reports the regression results for mode{gde arrow 1 in Figure 1).

INSERT TABLE 5 ABOUT HERE

4 \We observe data for a number of industry sectodifferent countries but it is not necessarily tiase that all sectors are
covered in each country. See Table 1 for the 8igtion of markets in our sample.
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As shown in Table 5, the adoption of enterpriséesys increases the likelihood of being product and
process innovator by 77.6% and 102.5% respectfveljre impact of enterprise applications on
process innovation is stronger as ES adoptionlenarious process changes in the organization and
provides vast process information that can be laded for process innovation. All five types of ES
software under assessment are significantly antiiyelg associated with product and process
innovation. Comparatively, CRM exhibits the largespact on both types of corporate innovation,
followed by KMS for product and SCM for processanmation. This is inline with the argument that
more specialized systems, especially the extemmad,care more difficult to implement but once
implemented properly are more effective (Aral e28I06; Shin 2006). Moreover, this highlights the
very crucial role of customers (as lead usershimovation processes of the firm as emphasized loy Vo
Hippel (1988; 2005). On the basis of the findings,can not rejeddypothesis Xor any of the ES

types we studied.

The results also suggest that larger firms haveeraocess to the required resources and expertise to
innovative and thus are more likely to be (prodarad process) innovator. A one-percent increase in
the number of employees results in 13.5% and 21ng%ase in the odds of being product and process
innovator respectively. A one-percentage pointease in the share of employees with a university
degree leads to 0.4% to 0.7% growth in the oddseofg innovator as well. As expected, broadband
connectivity (as a major component of the firm mifrastructure) and e-Business maturity do matter fo

innovation.
6.2. The Overall Impact of Enterprise Systems Adopdn on Firm Performance

The dependent variable in model (2) is the log aafdsxperiencing revenue, productivity or market

share growth or being profitable. Table 6 repdrtseastimation results.

%5 For all the regressions, we also calculated therdgye Marginal Effects in addition to Odds RatBscause the results
are perfectly comparable and yield similar conduasj we stick to the more common representatienthie Odds Ratio.
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INSERT TABLE 6 ABOUT HERE

Ceteris paribus, adopting enterprise systems gagether with more sales, productivity, and market
share but not with profitability. Distinguishingtideen different types of ES applications, CRM has
the largest total impact on revenues and produgtand KMS on market share. CRM-adopting
enterprises are 28.8 and 22.4 percent more likely their non-adopting peers to show revenue and
productivity growth respectively. This finding stigly corroborates the positive evidence provided by
numerous researchers in the field, although itreaintts with a number of previous studies (Hendrick
et al. 2007; Karakostas et al. 2005) which repwignificant contribution of CRM systems to firm
performance. CRM software are showed to play arortapt role in effectively contacting/targeting
customers, gathering data on their ideas and naadgroviding them with accustomed after-sales
services (Ahearne et al. 2007; Bligh and Turk 2084gustomer-centric shift in the company culture
and structure leads to better brand recognitioncarstomer acquisition, satisfaction and retentioth a
thus more sales (and productivity) (Karakostas.&1G05; Mithas et al. 2005). Furthermore, CRM
compared to a system like ERP is more domain-dpdei it affects a smaller part of the enterprise)
and less complex and thus its installation as agltustomization is easier, faster and more liteelye

successful (Rettig 2007).

The likelihood of market share growth, ceteris Ipasi is 34.2% and 19.5% higher for KMS-and DMS-
adopters. This finding endorses previous studiasrgport the competitive advantage of KMS-
adopters over their non-adopting peers (e.g. Fadgzen 2007) and highlights the important role of
organizational learning and knowledge managemetttarcontemporary firm (Al-mashari et al. 2002).
It also supports the idea that knowledge-orienystiesns are more important to market share of the

firm than process-oriented systefighe strong influence of knowledge-oriented systemsnarket

%8 |n this respect, ERP, SCM and CRM can be consit@sprocess-oriented systenas they affect and integrate business
processes of an organization in the first place. Xamd DMS can be understoodkaswledge-oriented systenas they
affect and integrate knowledge assets of an orgtiaizabove all.
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share can also be explained by the fact that thestems, in the long-term, create additional added
value and demand for customers through substarbduct/service quality improvements and

customer satisfaction (e.g. Ofek and Sarvary 2001).

In addition to CRM and KMS, ERP and DMS also exthdlgnificant positive impact on revenue
growth. Except for ERP, all the ES applicationslstd significantly improve productivity and market
share of the firm. Some surprising findings are @M and KMS do not significantly enhance the
likelihood of revenue growth (regression 6). Thieetfof ERP adoption on productivity and market
share growth is also insignificant (regression & &0). Sales and productivity are respectively
influenced by ERP and SCM systems at only 10% fggmice level (regression 6 and 8). This suggests
that European enterprises have not managed tdieéflycutilize their ERP, SCM and to some extent
KMS investments, which can be attributed to moghssiicated and extensive nature of these systems
compared to simpler and smaller counterparts ss¢bRM and DMS. Organization-wide systems
involve and affect a larger number of parties/dorsanside or outside the organization and thusilenta
more organizational changes after implementationti@ contrary, domain-specific applications
require lower degrees of cross-functional integraind process standardization and create/modify
fewer inter-departmental dependencies and thereferenore likely to be implemented successfully
and become fruitful (at least in the short- or mediterm after adoption). Recent market research

upholds this argument as well (Gartner 2009a; 2069b

Another surprising finding relates to the ambiguaelationship between enterprise systems adoption
and profitability. Adopting an enterprise system gpe does not make the firm more likely to be & th
group of profitable firms (regression 11). A closmok reveals that, everything else held constaRf?
adoption might be disadvantageous for firm proflialbwhile other system types are not related to

profitability at all; ERP-adopters are 22.9% lakslly to be profitable (regression 12). This finglin

2" Gartner reports that the CRM applications genegatie most interest in 2009 are often implemeatediscrete,
departmental and channel-specific projects, ratier as part of a larger transformation prograithefwhole organization.
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substantiates a number of past studies (Postoeataski 2001; Wieder et al. 2006). Two possible
explanations for these non-positive results capuidorward. First, due to their complex and
expansive nature, enterprise systems might requineich larger investment time-lag (than the average
time span of 52 months observable in our sampte} &fll implementation in order to be properly
embedded in the organization. Only after this tlage-they might reveal substantial benefits that
cancel out the huge initial investment costs (agrack result in a net positive effect). Second, in
contrast to a common expectation, on average, tie stakeholders of ES projects (i.e. software
vendors, consultants, and the adopting organizsiti@fter about two decades, have not yet seemingly
reached a high level of maturity and expertiseriplementing enterprise systems, adapting them to a
particular organization, reengineering the necgdsasiness processes, and utilizing these systems
effectively. In this case, the very complex an@itwined nature of enterprise systems might hinder
understanding, learning-to-use and modifying thgnthle management and employees to readily fit

them to the profit-making objectives of the firne¢se.g. Rettig 2007§: %°

With respect to control variables, larger firmsdea be more likely to exhibit increasing turnoaed
productivity, growth in their market and profitabyl (due to economy-of-scale effect and price sgtti
power). The share of higher-educated employeesssiyely related to higher odds of revenue,
productivity and market share growth but not (stierm) profitability. Access to high-speed internet
and advance in e-Business practices increase dhalpitity of the enterprise to be in the groupioht
experiencing revenue, productivity, or market shismgrovement. This can be attributed to the faat th
broadband-enabled employees tend to be more predwatd IT-induced processes to be more

efficient (Eurostat 2008; SCB 2008). The positiffeas of infrastructure interconnectivity and e-

%8 This suggests a shalldearning curveof progress in the mastery of enterprise systems.

®Froma contingency theory perspective, two mordamgiions are conceivable as well. First, the neglicritical success
factors for ES implementations might have beenmthsenot advanced enough in our sampled firmdiriggtio provide
these factors in the right time would generate ptib@l returns. Second, the average firm in theptamight have failed
to effectively protect the strategic advantagesriérprise systems from being imitated by the cditipe. The firm is then
only able to yield temporary excess returns at,basting as long as replication occurs.
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Business maturity on firm profitability are weakstill, firms with high-speed internet access &iith
workplace and those with a significant part of thigbcesses conducted electronically (i.e. matues i

Business adoption) are 15.7 and 28.9 percent rialy to be profitable.
6.3. The Direct versus Indirect Impact of Enterpriee Systems Adoption on Firm Performance

Model (3) is used to disentangle the direct and&uad effects of enterprise systems adoption an fir

performance (compare arrow 2 and 3 in Figure 1DI&'@ reports the estimation results.
INSERT TABLE 7 ABOUT HERE

Product and process innovation lead to higher pedace’ Being innovative boosts the chance of
being a better performer irrespective of the penoice measure considered. Being innovative goes
together with higher possibility of a positive ptafs well by 21.1% to 22.2%. When comparing the
results in Table 7 with those in Table 6, the miotresting finding is that the estimates of alnadbkt
ES variables lose their significance when innovatexplicitly included in the model. This means
that innovation variables pick up almost all thieefis of ES variables on firm performance. The two
exceptions here are the effects of CRM on revenoty and KMS on market share growth, which
preserve their significance (regression 13 andé¥gn in these cases, the effects are diminished.
Adoption of a CRM or KMS system increases the podiig of turnover or market share growth by
28.8% or 34.2% respectively, which are reducedt8% and 27.0% when only the direct impact of
these systems is consideré@ihe findings in Table 6 and 7 indicate thfpothesis Zan not be
rejected for most of ES application types and perémce measures under investigation, except for

profitability. As far as firm profitability is corerned Hypothesis 2s rejected for all ES categories

30 Comparatively, product innovation is more impottdran process innovation to revenue and markeesjrawth, while
process innovation is more influential to produityigrowth. The effect on profitability is compatalfor both product and
process innovation.

1 Running the Wald Test in a simultaneous Seemibigiyelated Regression (SUR) model also confirmstthaES
estimates in model (2) and (3) differ significandy 1%). The test results are available upon retque
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even at 10% significance level. Furthermore, oweoations lead us to rejgdypothesis 3or almost

all ES types and performance measures studiedpefarethe two incidents noted above.

Following the 3-step approach explained earlieggation 5.1, we conclude that innovation plays the
role of afull mediationfactor in mediating the positive impact of seveayples of enterprise systems
on firm performance. In some instances, thoughraleeof innovation is reduced partial mediation
Put it differently, the findings corroborate the&that the enabling role of enterprise systems
represents a very substantial part of their peréoee impact and that their facilitating role only
accounts for a minor (and mainly statistically grsficant) part. This finding perfectly matches the
argument put forward by McAfee and Brynjolfsson@@pthat companies make a competitive
difference and lead their rivals through invesiimdT (and especially ES) if they can use the
technology to come up with new and better waysoofigland making things. In their view, innovating
with the help of technology is the next criticastand management challenge after deploying
technology in order to survive and thrive in thereant competitive environment: “Deploy, innovate,

and propagate” (McAfee and Brynjolfsson 2008: 103).

CRM and KMS effects on revenue and market shanethrare somewhat distinctive when it comes
to the extent of mediation through innovation. CRjtems exhibit significant direct effects on
corporate sales. This can be attributed to the wepprtant and explicit role of CRM systems to
support existing sales and marketing practiceb@fitm through better targeting/communicating
customers and increasing sales force efficiengy @ong and Zhu 2008; Richards and Jones 2008
and relevant references therein). KMS systems reigraificant direct effects on market share. This
highlights the important role of these systemsuipp®rting the knowledge assets of the company and
increasing the efficiency of existing knowledgereigprocesses (Alavi and Leidner 2001; Ofek and

Sarvary 2001). The direct role of information ambwledge in gaining and sustaining competitive
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advantage (e.g. Ofek and Sarvary 2001; Porter alidrNi985; Vives 1990) explains the considerable

(direct and indirect) impact of KMS systems on neduidghare as well.
6.4. Direction of Causality

Because the data at our disposal is of a crosgseattharacter, endogeneity problem (as a re$ult o
simultaneity) may arise once modeling the relatiim®etween ES adoption and firm performarfce.
With models (1)-(3), we suggested that causalibsristom independent ES variables to dependent

performance indicators (and not the other way at@u@ur inference is based on the following three

arguments:

(1) There are a number of theoretical and empiricall@acac studies that explicitly deal with this
causality issue and indeed support the interpoetatf causality from ES adoption to firm
performance (e.g. Byrd and Marshall 1997; Meluiteal. 2004; Pare” et al. 2008). Especially,
Aral et al. (2006) explicitly focus on the causalgsue between ES adoption and performance
improvements and document strong empirical evid¢aced theoretical explanation) for the
fact that the use of enterprise systems actuallgesmperformance gains rather than strong

performance inspiring or driving the purchase an of enterprise IT systems.

(2) An important assumption of causality is that theseaprecedes the effect temporally. This
means that the cause must have occurred at aargavint in time than the effect. A careful
look at the survey design and the dependent and imde&pendent variables used in this study
reveals that the dependent variables capture sopfemon (i.e. change in performance or
occurrence of innovation) within the past yearhef survey while the explanatory ES adoption

variables deal with an incident (i.e. adoption mfeaterprise system) much further back in time

32 Cross-sectional techniques for casual inferenam fsbservational data (such as traditional matchpotgntial outcomes,
propensity score, and regression discontinuityehserious data/measurement limitations (Mithaskaighnan 2009;
Winship and Morgan 1999). Working with a panel datadoes not resolve the causality issue per s@nbyallows for
more options and specific techniques to explidiist for causality (Winship and Sobel 2004).
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(on average between 3.5 and 5.5 years, dependitige@ystem type). The system adoption is
then an ongoing course of action prior to obseovatif the output changes. This built-in time-
lag discards the assumption of causality runnioghffirm performance to ES adoption to a

great extent.

(3) To partially investigate the reverse causalityésue conducted two series of tests:
MANOVA/ANOVA and 3SLS/2SLS. The results of thessttealso support our argument on
the direction of causality. We had access to twitiqdar questions in the surveys asking
whether or not any of the firm’s product or proces®vations are directly related to or enabled
by IT (and not necessarily E¥)The MANOVA test indicates that the adopters okeptise
systems are significantly more likely to jointlytelit IT-enabled product and process
innovations. Similar conclusions are drawn whethdividual ES types or a combination of
them are used to model the joint variation of tepehdent (innovation) variables. The
ANOVA tests lead to comparable results when theatsf of enterprise systems adoption on IT-
enabled innovation are separately considered fudymt and process innovation.

Alternatively, we estimated a simultaneous systdrare we estimate an additional equation
that allows for the systems adoption to dependuipud measures, in addition to make the
innovation and performance indicators dependerE®m@doption. When we estimate the
system of equations by 3SLS or 2SLS, we find thatreverse causality is statistically
insignificant (in case of any of the output measur&his means that we could not find any

significant impact of our output measures on thasien to adopt enterprise systems; the

¥ These questions are different from those usednsteuct our innovation measures in this study.yTwlicitly ask the
respondent about IT-enabled innovation while theethelent variables in model (1) are based on quesstisking about
innovativeness of the firm in general. To incretimevalidity of our research findings (see Stra@B% Straub et al. 2004)
we did not use these questions to build our outcemniables. However, they can be perfectly usedesting causality as
they explicitly establish the direction of causafitr the respondent. If deploying enterprise systdoosts the possibility
and probability of innovating for the firm, thereteris paribus, we expect to find a disproportiahedre of firms having IT-
enabled innovation(s) across subsamples with atttbwii ES adoption. This is exactly what we exantimeugh the
MANOVA and ANOVA tests.
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inverse relationship was though found to be sigaiit (for all the output measures). Appendix

A presents more details on the test results.
7. CONCLUSIONS, LIMITATIONS AND RECOMMENDATIONS
7.1. Conclusions

This paper investigateshetherandhow enterprise systems affect innovativeness and ipediace of

the firm. It contributes to the debate on the penfance payoff of enterprise systems by providing ne
evidence (to answer the “what” question) and insigto answer the “how” question). We use a
representative pooled dataset of 33,442 enterpais®ss 29 European countries (EU-27 plus Norway
and Turkey) and 29 sectors (covering all the magor-financial economic activities) over a 5-year
period (2003-2007). Six measures of organizatipealormance (i.e. product and process innovation,
revenue, productivity and market share growth aofitpbility) in a conditional fixed-effects logit

model are analyzed.

Four major and two minor conclusions can be draaset on the research results. First, with regard to
the innovation effects, the findings support a sigant contribution of ES adoption to product and
more strongly to process innovation for all theleapion types studied. As a consequence, this
research can be considered as an attempt to mitigatargument on the hampering effects of
enterprise systems with respect to innovation. Sacas to the performance effects of ES adoption, t
analysis reveals that almost all enterprise apipdioa significantly contribute to corporate sales,
productivity and market share. However, no ES saftws found to be supportive to profitability
likelihood of the firm, which makes profit a criitmeasure of performance that requires special
attention when it comes to assessing the busirsss of enterprise systems. Third, this researedsh
light on the important mediating role of innovationthe ES value creation process of the firm.
Enterprise systems are found to significantly dbote to organizational performance insofar as they
enable the adopting firm to substantially changpfowe its internal production processes and/or
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introduce new products/services to the markettterowords, those systems that only facilitate the
existing business processes and product portfofitise firm without leading to innovations seem not
to generate significant performance improvementss fesult gives weight to the necessity of
innovating with enterprise systems when optimuntamnes are sought for. As to the fourth major
conclusion, the findings reflect the fact that dite, departmental applications that are less cempl
and easier to understand/use such as CRM and D&)8raaverage, more beneficial to firm
performance compared to expansive and sophisticat@uterparts such as ERP, SCM, and KMS that
mandate radical organizational changes and affiecivhole structure of the firfft: *> Domain-specific,
in contrast to organization-wide, applications oinifyjuence a (few) specific units of the firm, are
easier to learn and integrate into the daily warkemployees and have shorter payback periods and,

therefore, are more likely to result in a succdgsfplementation.

Concerning the minor conclusions of the researehfimd that ERP systems, as the most common type
of ES software in business, are on average inéfeot boosting the productivity and market shafre o
the firm; their impact on corporate revenue, teaammnly weakly significant. This finding support&th
hampering view about ERP software that is mairtylatted to their structural inflexibility, techrat
complexity, gigantic size and complicated interaasi with other organizational entities, which make
the complete implementation of an ERP system atmigie for corporate officers. ERP packages are
purchased with the hope to make firm operationpkiied, while in reality they seem to make things
even more complicated. Finally, our observationgsut us to conclude that educated workforce,
broadband accessibility, and e-business procességay) strong determinants of organizational

innovation and performance.

34 In our study, domain-specific systems are founkletdhe only group of applications with a signifitg positive impact
on all the output measures under investigationdgeifor profitability). As far as our analysis isncerned, this conclusion
is valid for European corporations with an averafy8-5 years since their first use of ES softwardaily business.

% This conclusion supports Rettig’s argument thasBfware has introduced so many complex, difficetthnical and
business issues that just making it to the finisé With one’s shirt on can be considered a wis.gfhterprise software just
too complex to deliver on its promises?” she furtipgestions (Rettig 2007, pp. 25).
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7.2. Limitations of the Research and Recommendatiasrfor Future Research

The pooled data at our disposal is limited in these that it does not allow for other panel data
techniques or dynamic specifications, which woulovle the opportunity to better control for
unobserved firm-specific heterogeneities and td wéh the causality issue more explicitly. In angh
setting, quantitative measures of output would loeendlesirable as they contain a greater amount of
information about the performance of the firm. Befand after (i.e. within-firm) comparisons caroals
be conducted in certain panel datasets, resultiggaater understanding of the adoption patte af
at the firm level. In connection to this issue uhat research should concentrate on the longer-term
performance effects of enterprise systems thatavieald us to better understand and appraise the

ultimate value of ES and the extent of time-lagsveen costs incurred and benefits accrued.

Additionally, we have not really conducted a cresstoral or -country analysis, as we aimed at the
overall, economy-wide effects of enterprise systemtsurope. However, such analyses can be very
illuminating by unraveling the considerable diffieces among different sectors and countries with
regards to how they use and create value fromnmdtion technology in general and enterprise
systems in particular. Finally, more research sihdel devoted to analyzing the critical succes®ofact
that ultimately make a specific ES project a sus@@sa failure. For example, future research nézds
search for and clarify complementarities betwedsrpnise systems and certain organizational
characteristics and practices. In this respecergyes among different types of enterprise systems,

especially when they are jointly adopted, shalstuglied as well.
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FIGURES/TABLES
Figure 1: Conceptual Model of Relationships among ierprise Systems, Innovation and Firm Performance
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Table 1: Composition of Enterprise Observations irthe Pooled Dataset (% of Sample Total)

Country Manufacturing (%)| Construction (%) Services (%) &@rple
Sector
Austria 0.68 0.36 1.06 2.09
Belgium 0.78 0.30 1.02 2.10
Bulgaria 0.48 0.36 0.36 1.20
Cyprus 0.15 0.24 0.43 0.82
Czech Republic| 3.28 0.48 1.62 5.38
Denmark 0.39 0.30 1.11 1.80
Estonia 0.68 0.45 1.26 2.39
Finland 1.50 0.42 1.01 2.92
France 4.87 0.69 3.58 9.13
Germany 5.33 0.62 3.37 9.31
Greece 1.21 0.53 0.68 2.41
Hungary 1.55 0.45 1.02 3.03
Ireland 0.48 0.36 0.99 1.83
Italy 5.42 0.61 3.16 9.20
Latvia 0.46 0.39 0.89 1.74
Lithuania 0.31 0.36 0.71 1.38
Luxembourg 0.00 0.19 0.16 0.35
Malta 0.00 0.10 0.36 0.45
Netherlands 0.88 0.16 1.07 2.10
Norway 0.23 0.55 0.72 1.50
Poland 4.69 0.59 3.23 8.52
Portugal 0.94 0.00 1.17 2.11
Romania 0.39 0.36 0.57 1.32
Slovakia 0.53 0.38 0.91 1.82
Slovenia 0.36 0.50 1.15 2.01
Spain 5.20 0.64 3.32 9.16
Sweden 1.71 0.00 2.04 3.76
Turkey 0.52 0.22 0.45 1.20
United Kingdom| 4.84 0.62 3.51 8.98
Total 48.00 11.06 40.94 100.00

- Manufacturing sectoincludes: Foods and beverages (NACE 15), Textipaeel,
footwear and leather products (17, 18 & 19), Wawdod products and furniture (20& 36),
Publishing, printing and pulp/paper products (222, Chemicals, chemical products,
pharmaceuticals, rubber and plastics (24 & 25),didemetal products and machinery/
equipment manufacturing (27 & 29), ICT manufactgriconsumer electronics, electrical
machinery and office equipment (30, 31 & 32), andofnotive/transport equipment
manufacturing and aerospace industries (34 & 35).

- Construction sectoincludes: Construction (NACE 45).
-Services sectdncludes: Retail and Wholesale (NACE 50 & 52), Tisor, hotels and
recreational/cultural activities (55, 62, 63 & 9Zjansport and logistics (60 & 63), ICT

services and telecommunications (64 & 72), Busisesgices (74), and Health, hospital
and social services (85).
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Table 2: Descriptive Statistics of the Variables

Variable | Obs. | Mean | Std.Dey. Min] Max.
Innovation
Product/Service Innovation 29681  .444 497 0 1
Internal Process Innovation 29705  .393 .488 0 1
Firm Performance
Revenue Growth 30064 511 .500 0 1
Productivity Growth 12464 | .533 499 0 1
Market share Growth 15819 .447 497 0 1
Profitability 11182 | .837 .369 0 1
Firm & Market Characteristics
# of Employees 32529| 133.787 850.874 1 60000
% Higher Education 27909, 26.058 30.724 0 100
% R&D Employees 14876 11.032 22.228 0 100
International Competition 22846 .176 .380 0 1
Western Europe* 33442 .687 464 0 1
Eastern Europe** 33442 .288 453 0 1
Manufacturing 33442 | 479 .500 0 1
Services 33442| .409 492 0 1
Construction 33442 112 .316 0 1
Market Sharél [0,5] 33442 | .178 .383 0 1
Market Sharé] (5,10] 33442 | .051 221 0 1
Market Sharé] (10,25] 33442 | .068 .251 0 1
Market Sharé] (25,100] 33442 | .229 420 0 1
IT Infrastructure & Enterprise Systems
Broadband Internet 31346 .711 453 0 1
% Internet-enabled Employees 22232  29.757 38.88 0| 100
e-Business Maturity 32844 .190 .393 0 1
Enterprise Resource Planning 31711  .200 400 0 1
Supply Chain Management 31698 .111 .314 0 1
Customer Relationship Management 31798  .141 .348 0|1
Knowledge Management System 27355 112 .315 0 1
Document Management System 20005 .192 .394 0 1
Enterprise Systertof any type) 30463 | .398 .489 0 1

*Western Européncludes: Austria, Belgium, Denmark, Finland, FranGermany, Greece,

Ireland, Italy, Luxemburg, Netherlands, Norway, tegal, Spain, Sweden, and United Kingdom.

** Eastern Européncludes: Bulgaria, Czech Republic, Estonia, Hupglatvia, Lithuania,
Poland, Romania, Slovakia, and Slovenia.
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Figure 2: Development of the Mean Values of ES Addjon Rate in Europe over the Period 2003-2007
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Figure 3: Mean Values of ES Adoption Rate in Diffeent Enterprise Size Classes in Europe

Small Medium Large

I mean of erp
B mean of crm
I mean of dms

I nean of scm
P mean of kms




Figure 4: Mean Values of ES Adoption Rate in Diffeent Sectors of the Economy in Europe
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Table 3: Measures of Firm Innovativeness and Perfenance and their Source Questions in the Survey

Dependent Variable |  Type | Relevant Question from th&urvey to Construct the Variable
Innovativeness
Product Innovation Dummy| «  During the past 12 months, has your company lauheang

new or substantially improved product or servidgg®/ no/
DK, refused or NA)*

Process Innovation Dummy «  During the past 12 months, has your company intedwany
new or significantly improved internal processes,gxample
for producing or supplying goods or servicegds( no/ DK,
refused or NA)

Performance

Revenue Growth Dummy « Has the turnover of your company changed when cdngpa
the last financial year with the year befo(eftreased/
decreased/ stayed roughly the same/ DK/ NA)

Productivity Dummy | « Has the productivity of your company changed when
Enhancement comparing the last financial year with the yearole?
(increased/ decreased/ stayed roughly the same/ DK)

Market Share Increase Dummye  Has the share of your company in its most significaarket
changed over the past 12 montfisereased/ decreased/
remained roughly the same/ DK/ NA)

Profitability Dummy | «  Has your company been profitable over the past 4aths?
(yes/ no/ DK, refused or NA)

*DK: Don’t Know; NA: Not Applicable
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Table 4: Independent Variables and their Source Qustions in the Survey

Independent Type Relevant Question(s) from the Survey to Constict the Variable
Variable
Enterprise Systems
ERP Dummy |« Does your company use an ERP (i.e. Enterprise Resou
Planning) system?fyes/ no/ don’t know what this is/ DK)
SCM Dummy |« Does your company use a SCM (i.e. Supply Chain
Management) system?yes/ no/ don’t know what this is/ DK
CRM Dummy * Does your company use a CRM (i.e. Customer Relstiipn
Management) system®es/ no/ don’t know what this is/ DK
KMS Dummy « Does your company use a KMS (i.e. Knowledge Managgm
System) system?yes/ no/ don’t know what this is/ DK)
DMS Dummy e Does your company use a DMS (i.e. Document Manageme

System) system?yes/ no/ don’t know what this is/ DK)

Control Variables

# of Employees Continuous »  How many employees does your company have in total,
including yourself{numerical value/ DK/ no answer)

% Highly-educated | Continuous | « What is the estimated percentage share of emplayitdes

Employees college or university degree in your compaf@y@merical
value/ DK/ no answer)
Broadband Internet Dummy | «  Does your company have access to broadband intémetia

DSL/ADSL/SDSL, Cable, direct Fibre/Fixed connection
Wireless connection, or other Broadband connecti¢yes/ no/
DK)**

e-Business Maturity Dummy | «  According to the overall experience of your compamguld
you say that e-business constitutes a significarttqf the way
your company operates today, or some part or noak?a
(significant part/ some part/ none at all/ DK)***

or

«  Would you say that most of your business processes
conducted electronically as e-business, a goodafehem,
some, or nonefost/ a good deal/ some/ none/ DK)

Market Share Setof |« How large is the market share of your companyspitmary,
Dummies most significant market®-5%/ 5%-10%/ 10%-25%/ 25-
100%/ DK)

DK: Don’t Know; NA: Not Applicable

* The ES questions are accompanied by short déggrgpabout what the system is and what it is dsed

** Depending on the year of the survey, all or anbdnation of different connection types has beesstjoned.
*** Depending on the year of the survey, one ofsthéwo questions has been asked in the intervi@stmunnaire.
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Table 5: Regression Results for Assessing the Effexf ES Adoption on Firm Innovativeness

Regression 1] 2 3 | 4
Product Innovation Process Innovation
(Model 1) (Model 1)
Odds Ratio (Standard Error)
ES 1.776%** 2.025%**
(.060) (.070)
ERP 1.275%** 1.328***
(.069) (.072)
SCM 1.231 % 1.522%**
(.077) (.096)
CRM 1.783*** 1.691***
(.105) (.099)
KMS 1.298%*** 1.423%**
(.082) (.090)
DMS 1.287*** 1.477%**
(.076) (.088)
In(Employees) 1.136%* | 1.135** | 1.270*** | 1.216***
(.011) (.015) (.013) (.017)
%Higher Education 1.007**| 1.006*** | 1.005*** | 1.004***
(.001) (.001) (.001) (.001)
Broadband Internet 1.250% 1.266*** | 1.529** | 1.519**
(.048) (.063) (.061) (.081)
e-Business Maturity 1.790%*| 1.826*** | 1.857** | 1.916***
(.071) (.094) (.073) (.099)
Market Share controls Yes Yes Yes Yes
Time controls Yes Yes Yes Yes
Model Diagnostics
Observations 22666 13712 22703 13731
Groups 256 189 257 190
Ave. Obs./Group 88.5 72.6 88.3 72.3
Log-likelihood -13215 -7764 -12658 -7307
Model Significance 0.000 0.000 0.000 0.000

* ** and *** indicate significance at 90%, 95%nd 99% confidence level
respectively. Fixed-effects logit, conditioned oarket-specific effects, is used.
Estimates are shown in Odds Ratios (OR = exp(b@ndard Errors have also
been transformed according to OR presentation. iartndicate sector-country
pairs.
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Table 6: Regression Results for Assessing the Totétfect of ES Adoption on Firm Performance

Regression 5 | 6 7 ] 8 9 | 10 11 | 12
Revenue Growth Productivity Growth Market Share Growth Profitability
(Model 2) (Model 2) (Model 2) (Model 2)
Odds Ratio (Standard Error)
ES 1.239%* 1.340** 1.267** 0.973
(.042) (.064) (.054) (.078)
ERP 1.107* 1.099 1.025 0.771*
(.060) (.072) (.067) (.110)
SCM 1.069 1.148* 1.177* 1.113
(.067) (.083) (.085) (.218)
CRM 1.288** 1.224%* 1.126* 1.202
(.076) (.085) (.077) (.212)
KMS 1.003 1.197* 1.342%* 0.928
(.063) (.090) (.098) (.167)
DMS 1.131* 1.156** 1.195%** 1.071
(.066) (.080) (.082) (.176)
In(Employees) 1.145%*| 1.150*** 1.179%* 1.178** 1.075%* 1.069*** 1.065*** 1.125%*
(.012) (.016) (.018) (.020) (.015) (.018) (.022) (.039)
%Higher Education 1.004***| 1.004*** 1.005*** 1.005*** 1.004*** 1.003**=* 1.001 1.002
(.001) (.001) (.001) (.001) (.001) (.001) (.001) (.002)
Broadband Internet 1.261%% 1.238*** 1.276** 1.280*** 1.292%** 1.282%** 1.157* 1.257*
(.047) (.059) (.071) (.074) (.069) (.076) (.085) (.150)
e-Business Maturity |  1.445%%| 1.433*** 1.672%* 1.627** 1.565%* 1.634%*= 1.289*** 1.251
(.058) (.074) (.097) (.100) (.077) (.098) (.126) (.184)
Market Share control$ Yes Yes Yes Yes Yes Yes Yes esY
Time controls Yes Yes Yes Yes Yes Yes Yes Yes
Model Diagnostics
Observations 21337 13049 9799 9126 122172 8963 8610 3557
Groups 256 190 160 160 194 159 143 62
Ave. Obs./Group 83.3 68.7 61.2 57.0 62.9 56.4 60.2 574
Log-likelihood -13130 -7968 -5946 -5514 -7505 -5408| -3287 -1262
Model Significance 0.000 0.000 0.000 0.000 0.000 000. 0.000 0.000

* ** and *** indicate significance at 90%, 95%nd 99% confidence level respectively. Fixed-effdotst, conditioned on market-
specific effects, is used. Estimates are shownddsdRatios (OR = exp(b)). Standard Errors havelasm transformed according to OR
presentation. Groups indicate sector-country pairs.
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Table 7: Regression Results for Assessing the Ditdgffect of ES Adoption on Firm Performance

Regression 13 14 15 16
Revenue Growth | Productivity Growth | Market Share Growth | Profitability
(Model 3) (Model 3) (Model 3) (Model 3)
Odds Ratio (Standard Error)
ERP 1.047 1.028 0.977 0.756*
(.058) (.069) (.066) (.109)
SCM 1.006 1.050 1.087 1.105
(.064) (.079) (.081) (.217)
CRM 1.163** 1.055 0.971 1.163
(.071) (.076) (.068) (.206)
KMS 0.959 1121 1.270*** 0.899
(.061) (.086) (.095) (.162)
DMS 1.058 1.064 1.109 1.038
(.063) (.076) (.079) (.172)
Product Innovation 1.585%** 1.667*** 1.811%** 1.211*
(.067) (.086) (.093) (.133)
Process Innovation 1.537%* 1,783%* 1.549%+* 1.222*
(.068) (.097) (.083) (.136)
In(Employees) 1.122%*x 1.147%* 1.042* 1.106***
(.016) (.020) (.018) (.039)
%Higher Education 1.003*** 1.003*** 1.002** 1.001
(.001) (.001) (.001) (.002)
Broadband Internet 1.181%** 1.220*** 1.225%** 1.199
(.058) (.072) (.074) (.145)
e-Business Maturity 1.305%+* 1.404%** 1.423%** 1.237
(.069) (.089) (.088) (.184)
Market Share controls Yes Yes Yes Yes
Time controls Yes Yes Yes Yes
Model Diagnostics
Observations 12824 8960 8811 3502
Groups 190 160 159 62
Ave. Obs./Group 67.5 56.0 55.4 56.5
Log-likelihood -7675 -5265 -5178 -1243
Model Significance 0.000 0.000 0.000 0.000

* ** and *** indicate significance at 90%, 95%nd 99% confidence level respectively. Fixed-efféotst,
conditioned on market-specific effects, is usedinistes are shown in Odds Ratios (i.e. OR = exp@&gndard
Errors have also been transformed according to (@Reptation. Groups indicate sector-country pairs.
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APPENDIX A: TESTS TO ASSESS THE DIRECTION OF CAUSALITY
(1) MANOVA/ANOVA:

Table Al: Testing for Causality through the Analyss of Variance

MANOVA Model Statistic F-value P-value

(joint IT-enabled product

and process innovation)

Wilks' lambda 0.879 206.95 0.000

Pillai's trace 0.121 201.33 0.000

Lawley-Hotelling trace 0.136 212.58 0.000

Roy's largest root 0.130 406.37 0.000

ANOVA Sample Mean F-value P-value

(IT-enabled product innovation) ES=0 ES=1

ERP 0.18 0.31 447.13 0.000
(0.38) | (0.46)

SCM 0.19 0.32 298.82 0.000
(0.39) | (0.47)

CRM 0.17 0.41 1336.15 0.000
(0.38) | (0.49)

KMS 0.19 0.41 724.01 0.000
(0.39) | (0.49)

DMS 0.18 0.32 373.41 0.000
(0.39) | (0.47)

ANOVA Sample Mean F-value P-value

(IT-enabled process innovation) ES=0 ES=1

ERP 0.21 0.44 1323.12 0.000
(0.41) | (0.50)

SCM 0.23 0.45 810.68 0.000
(0.39) | (0.47)

CRM 0.21 0.49 1474.64 0.000
(0.41) | (0.50)

KMS 0.22 0.47 853.63 0.000
(0.41) | (0.50)

DMS 0.23 0.41 502.40 0.000
(0.42) | (0.49)

For sample means the standard deviations are egpiorparentheses.
Different statistics of the MANOVA test show thaetmodel consisting of all the ES types signifibaakplains the joint variation of IT-
enabled product and process innovation among theled firms. We also attained significant resulteew we used individual ES types
(rather than their combination) to model the efdetl p-values significant at 99%). In case of #MOVA tests, sample means indicate
the proportion of firms with IT-enabled productmpcess innovation in the two subgroups of adogedsnon-adopters of a specific
system type. The corresponding F-values indicatttte differences in sample means are statistisgghificant in all cases, meaning
that ES adoption has indeed led to (more) innouétlo We also conducted the Bonferroni, Scheffd, @idak multiple-comparison tests

and found significant results at 99% for all theteyn types. More details are accessible upon refroes the authors.
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@)

We estimate a simultaneous system of six equatising three-stage and two-stage least squarestaloint each equation include firm
size, share of higher educated employees, sizeaddenshare and sector, country and year dummgesaifisfy the order condition
(necessary for model identification) two new exagenvariables are included in the ES equatibnbudget(Mean: 7.862%, Std. Dev.:
18.100) measures the share of IT budget, includargware, software, services and personnel, agmge of the total company costs.
international_competitioffiMean: 0.174, Std. Dev.: 0.379) indicates whetrarot international markets (in contrast to regicemd
national markets) constitute the main sales ar¢leofirm. The following table only reports theissates of the variables of main

interest. More details on the remaining parametémates have not been shown in the table forake ef simplicity and are available

3SLS/2SLS:

product_innovation= f(ES broadband_internetebusiness maturity, controlg

process_innovation=

f(ES broadband_internet ebusiness maturity,controlg

revenue_growth= f(ES broadband_internet ebusiness maturity,controlg
productivty _growth= f(ES broadband_internet ebusiness maturity,controlg
marketshae__growth= f(ES broadband_internet ebusiness maturity, controlg
ES= f(product_innovation process_innovationrevenue_growth productivty _ growth,
marketshae__growth IT _budgetinternatianal _ competition, controlg

upon request from the authors.

Table A2: Testing for Causality through the Systenof Simultaneous Equations

4)

Dependent>» ES Product Process | Revenue | Productivity | Market Share
$Independent Innovation | Innovation | Growth Growth Growth
3SLS 1.318*** 1.266%** .869*** 1.079*** 1.247%x
ES (.289) (.273) (.246) (.268) (.294)
2SLS 1.318*** 1.266*** .869*** 1.079*** 1.247%x
(.290) (.273) (.246) (.269) (.295)
3SLS .352
Product Innovation (.334)
2SLS .228
(.348)
3SLS 915
Process Innovation (.569)
2SLS .827
(.577)
3SLS 1.058
Revenue Growth (.859)
2SLS .829
(.924)
3SLS 465
Productivity Growth (.862)
2SLS 132
(.937)
3SLS .692
Market Share (.440)
Growth 2SLS .250
(.540)

*** indicates significance at 99% confidence levEhree- and two-stage least squares are useaztfionation of the system.
Standard errors are shown in parentheses. Allgbat®ns, as indicated above, include exogenousamialol variables (not

shown).
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