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and acceptance of development programs. Our study involved 1,528 farmers. The risk and time 

preferences were elicited using incentivised experiments and simultaneously estimated following the 

joint-estimation-method by Andersen et al. (2008). Results show that the farmers in India show a higher 

level of risk aversion and lower discount rates, even though very high discount rates were encountered 

in both countries. As a result, policymakers should consider implementing policies to deal with high 
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Risk and time preferences of farmers in India and Indonesia 

Abstract 

This cross-country study compares risk and time preferences of farmers from two lower-middle 
income countries, India and Indonesia. Current literature mainly focuses on a single country 
context; however, this study involves more than one country. Hence, we could investigate 
whether the individual preferences of farmers from two countries with similar income level are 
the same. The preferences are key for the policymakers to make informed policy decisions 
regarding investments and acceptance of development programs. Our study involved 1,528 
farmers. The risk and time preferences were elicited using incentivised experiments and 
simultaneously estimated following the joint-estimation-method by Andersen et al. (2008). 
Results show that the farmers in India show a higher level of risk aversion and lower discount 
rates, even though very high discount rates were encountered in both countries. As a result, 
policymakers should consider implementing policies to deal with high discount rates causing 
poverty and lack of investment. 

Keywords:  

Cross-country dataset, lower-middle income countries, risk preferences, smallholder farmers, 
time preferences 
 

1. INTRODUCTION 

The knowledge of individual risk and time preferences of farmers is necessary to understand 
their investment decisions toward new technologies, farming practices, selection of crops, as 
well as applications for microcredits and agriculture insurance (Bauer et al., 2013; Jin et al., 
2016; McIntosh et al., 2013; Ngwira et al., 2013). High-risk aversion is seen as one reason for 
poverty traps because risk-averse individuals often doubt to participate in various changes in 
economic situations (Knight et al., 2003). Furthermore, a high discount rate promotes hesitation 
to make long-term investments because individuals put a low value on future rewards (Bauer 
and Chytilová., 2010). Thus, information about farmers’ preferences is important for the 
implementation of governmental policies which might involve projects with uncertain returns 
and have long-term impacts (Harrison et al., 2005).  

The investigation of risk and time preferences in Low-Income Countries (LICs) could be a 
key information for policymakers to cope with slow adoption of changes and doubt in new 
technologies which are different with farmers in the countries with higher income (Harrison et 
al., 2009; Lee, 2005). Farmers in LICs deal with limited access to credit and insurance while 
facing various types of shocks and high inflation rates (Fafchamps, 2003). Furthermore, the 
farmers are considered the most vulnerable groups who are most affected by poverty, price 
fluctuation of agricultural products, uncertain access to agriculture inputs, and the unclear status 
of land ownership (Barrett et al., 2012; Lee, 2005). Regarding that, Liebenehm and Waibel 
(2014) investigated the risk and time preferences of farmers using a pooled dataset from two 
LICs in Africa, Burkina Faso and Mali. They found that farmers in these two countries had a 
high level of risk aversion, but on average had a relatively low discount rate. Despite the fact 
that farmers living in Lower-Middle Income Countries (LMICs) experience marginally better 
economic environment than in LIC, they still are characterised with high population growth, 
poverty, and slow development due to the reluctance to change and adopt new technologies 
(Ortiz-Ferrara et al., 2007; Stevenson et al., 2014; World Bank, 2017). Moreover, the 
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governments in LMICs are burdened with urbanisation problems causing severe poverty in 
cities.  

To date there is a large body of country context specific data on risk and time preferences of 
farmers in LMICs globally. However, relatively there was little attention focused on 
investigating cross country comparisons. To the best of our knowledge, several studies 
investigating risk and time preferences of farmers in LMICs only involve a single country 
instead of utilising cross-country datasets. Such studies include Bauer et al. (2012) in India, and 
Nguyen (2011), and Tanaka et al. (2010) in Vietnam. Furthermore, Liebenehm and Waibel 
(2014) study utilised cross-countries dataset involved two LICs and hence, leaving a gap for a 
study into LMICs. 

Therefore, this study investigated the risk and time preferences of farmers in two LMICs. 
More specifically, we focus on the two biggest LMICs in Asia in term of population, India and 
Indonesia. According to the World Bank (2018a), these two countries have a very high 
population growth, with 37% and 32% for India and Indonesia, respectively. Moreover, urban 
population growth is much higher than total population growth (World Bank, 2018a), which 
indicates rapid urbanisation (Bharath et al., 2018; Ramachandra et al., 2015; Zhu and 
Simarmata, 2015). With regards to possible effects of world market changes, the investigation 
of individual risk and time preferences was conducted at an almost simultaneous time frame 
(end of 2016 until beginning of 2017). Furthermore, we analysed the connection between risk 
and time preferences and the socioeconomic and demographic variables of the farmers.  

The field experiment included 772 Indian and 756 Indonesian households. The experiments 
consisted of two tasks: (1) the Holt and Laury task (HL-task; Holt and Laury, 2002) to elicit 
risk preferences; and, (2) the Coller and Williams task (CW-task; Coller and Williams, 1999) 
to measure time preferences by estimating discount rates. These field experiments were broadly 
utilised to observe individual preferences (Charness, 2013). Incentivisation was used to 
encourage sensible and realistic decision making during the experiments (Hertwig and Ortman, 
2001). Following Andersen et al. (2008), we estimated the risk and time preferences using the 
joint estimation method. This method incorporates the risk aversion on the estimations of the 
discount rate, instead of assuming risk-neutral individuals (Coller and Williams, 1999). By using 
the joint estimation method, Andersen et al. (2008) and Sauter and Mußhoff (2018) found that 
joint estimation leads to a lower value of discount rate. The values of discount rate varies by 
involving risk aversion on the estimation emphasise the importance of the corrected discount rate 
using the joint estimation method (Anderhub et al., 2001; Laury et al., 2012).  

To the best of our knowledge, this is the first study estimating and providing a direct 
comparison of risk and time preferences of farmers in two LMICs. Hence, this study extends 
Liebenehm and Waibel (2014) which utilised the data from two LICs as pooled data in their 
cross-country investigation and other studies which used only a single context-specific country 
(e.g., Bauer et al., 2012; Nguyen, 2011; Tanaka et al., 2010). Involving more than one country 
allowed us to investigate whether individual preferences of farmers from two countries with 
similar income level are the same. Finally, our research is an extension of Harrison et al. (2009) 
which compared only risk preferences of farmers in three countries with different categories of 
income. The same can be said for Wang et al., (2016) study which compared the time 
preferences of people in many countries with different income categories but did not focus on 
farmers and leave the discussion of risk preferences.  

This paper is structured as follows: Section 2 describes the data and presents the descriptive 
statistics. Section 3 provides the elicitation and estimation method of risk and time preferences. 
Section 4 explains the results and discussion. Finally, Section 5 provides a conclusion and the 
policy implications of the findings. 
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2. DATA AND DESCRIPTIVE STATISTICS 

The experiments and surveys were used to gather socioeconomic and demographic information 
were carried out in India and Indonesia. The data collection in India was conducted in the rural 
areas surrounding Bangalore city, where 61 villages were randomly selected. Roughly, of which 
15 – 20 people per village participated in the experiments. In total, 772 individuals from India 
participated in the survey which took place from December 2016 to May 2017. The participants 
in Indonesia were from the rural areas surrounding Jambi city. In total, 40 villages were 
randomly selected, with 8 – 24 people interviewed per villages. Data was collected in Indonesia 
from October 2016 until January 2017 and involved observations from 756 farmers. The 
participants were the head of households, who are generally the decision-makers of the family. 

Table 1 presents the socioeconomic and demographic information of the participants from 
both countries. We captured data on participants’ age, education, household size as well as 
several binary variables, including gender, farmer as the main occupation, and whether they 
had a loan from formal or informal institutions. , We utilised the Mann-Whitney U test and the 
Chi-square test to determine whether the participants from the two countries showed different 
socio-demographic characteristics. The Mann-Whitney U test was applied for the variables with 
continuous values and the Chi-square test was applied for the binary variables.  

The Mann-Whitney U test showed that the variables age, education and household size, were 
statistically significantly different between the two groups of participants. This indicates that 
the farmers in India were on average younger than the farmers in Indonesia. They had a 
relatively short period of formal education (i.e., around six years for Indians and eight years for 
Indonesians) and on average completed at least primary school. While the formal education of 
Indians was shorter, the size of the household was larger than in Indonesia.  

Furthermore, the Chi-square test showed that the dummy variables, such as full-time farmer, 
gender, and loan ownership from either formal or informal institutions were also statistically 
significant. Most of the surveyed participants were full-time farmers. In this study, we defined 
full-time farmers as those who obtained more than 50% of their income from farming activities. 
Out of the sample 87% from Indonesia and 77% from India were full-time farmers. For 
Indonesia, most of the participants were male heads of household; however, more female 
participants were captured in India. On average, 32% of the participants in India had a loan 
from formal institutions, while 42% of the participants in Indonesia had a loan from formal 
institutions. Approximately 20% of farmers in India had received lending from informal 
institutions, and a relatively low percentage of farmers in Indonesia had a loan from the informal 
institutions 

 
Table 1. Descriptive statistics of participants with the division of countriesa 

Variable (unit) 
Mean (st. dev) or share in % 

p-valueb 
India Indonesia 

Age (years) 45.15(13.96) 46.53(10.24) 0.00 *** 

Education (years) 6.25(5.05) 8.36(3.57) 0.00 *** 

Full-time farmer (1 = ≥ 50% income from farming) 77% 87% 0.00 *** 

Gender (1 = male) 73% 97% 0.00 *** 

Household size (number) 4.66(2.19) 4.27(1.43) 0.01 *** 

Loan formal (1 = has loan from formal institutions) 32% 48% 0.00 *** 

Loan informal (1 = has loan from informal institutions) 26% 2% 0.00 *** 

Notes: a772 Indian, 756 Indonesian; bSignificance levels: *** at 1%, ** at 5%, * at 10% 
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3. METHODOLOGY 

To conduct the experiments, we hired field-assistants who speak the local language and held 
“one-by-one experiments”, where one field-assistant helped one participant to perform the 
tasks. For practical reasons, we visualised the explanations of the experiments using pictures 
with colours to make it more easily understandable for the participants. The monetary incentives 
for HL-task and CW-task consisted of mobile recharge for Indian participants and a shopping 
voucher for daily groceries for the participants in Indonesia. 
 

3.1. Experimental design 

In the HL-task, there were ten rows of paired lotteries (Holt and Laury, 2002). Each row 
consisted of two options: A or B, each including a pair of payoffs: high payoff and low payoff. 
The difference between the payoffs in option A was less compared to the difference of payoffs 
in option B. Thus, option A was a so-called “safe-option” and, option B was a “risky-option.” 
The probability of gaining high payoff increased while the participants moved down in the ten 
rows of the Multiple Price List (MPL) as presented in Table 2. The risk preferences were 
determined when the participants switched from selecting option A to option B. Even though 
the participants must make ten decisions, only one randomly selected was binding to determine 
the monetary incentives1. In India, after one binding decision was randomly selected, the die 
was thrown again to decide whether the participants obtain high or low payoff. In Indonesia, 
the participants could blindly take one coloured ball which portrayed the high or low payoff. 
 

Table 2. Multiple price list of the HL-task 

Row 
Indiaa Indonesiab 

Option A  Choice Option B Option A Choice Option B 

1 10% of 100,  
90% of 80 

… 
10% of 192,  
90% of 5 

10% of 4,000,  
90% of 3,200 

… 
10% of 7,600,  
90% of 200 

2 20% of 100,  
80% of 80 

… 
20% of 192,  
80% of 5 

20% of 4,000,  
80% of 3,200 

… 
20% of 7,600,  
80% of 200 

3 30% of 100,  
70% of 80 

… 
30% of 192,  
70% of 5 

30% of 4,000,  
70% of 3,200 

… 
30% of 7,600,  
70% of 200 

4 40% of 100,  
60% of 80 

… 
40% of 192,  
60% of 5 

40% of 4,000,  
60% of 3,200 

… 
40% of 7,600,  
60% of 200 

5 50% of 100,  
50% of 80 

… 
50% of 192,  
50% of 5 

50% of 4,000,  
50% of 3,200 

… 
50% of 7,600,  
50% of 200 

6 60% of 100,  
40% of 80 

… 
60% of 192,  
40% of 5 

60% of 4,000,  
40% of 3,200 

… 
60% of 7,600,  
40% of 200 

7 70% of 100,  
30% of 80 

… 
70% of 192,  
30% of 5 

70% of 4,000,  
30% of 3,200 

… 
70% of 7,600,  
30% of 200 

8 80% of 100,  
20% of 80 

… 
80% of 192,  
20% of 5 

80% of 4,000,  
20% of 3,200 

… 
80% of 7,600,  
20% of 200 

9 90% of 100,  
10% of 80 

… 
90% of 192,  
10% of 5 

90% of 4,000,  
10% of 3,200 

… 
90% of 7,600,  
10% of 200 

10 100% of 100 … 100% of 192 100% of 4,000  … 100% of 7,600  

Notes: aThe amount of payoffs is in India Rupee (INR), 1$ is equal to 68.030 INR; bThe amount of payoffs is 
in Indonesian Rupiah (IDR), 1$ is equal to 13,300 IDR. 

 

                                                           
1 We used different tools to randomly select one decision. For the HL-task, in India, we used 10-sided die. In 
Indonesia we used 10-numbered coins to randomly select one binding decision and 10-coloured balls to depict 
high payoff and low payoff. For determining the monetary incentives in the CW-task, we used 10-sided die in 
India and 10-numbered coins in Indonesia.  
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Coller and Williams (1999) elicited time preferences by confronting participants with two 
options of payoffs: option I with an earlier yet smaller payoff, or option II with a later-but higher 
payoff. In our design, the option I was a payoff in a week for which the payoff amount was 
fixed. For the CW-task the payoffs in option I were 120 Indian Rupee (INR) and 50,000 
Indonesian Rupiah (IDR); for Indian and Indonesian participants, respectively2. Option II 
included a payoff in three months, where the amount of payoffs changed based on an annual 
interest rate as presented in Table 3. In the ten rows of the CW-task, the annual interest rate was 
ranging from 10% to 100%. The CW-value was determined on the row where the participants 
switched from option I to option II for the first time, under the assumption of risk neutrality. 
This value was then used to obtain the range of the discount rate (𝛿) incorporated with the risk 
aversion coefficient (𝜃). The payoff of option I was delayed for one week for two reasons. First, 
the delay for both payoffs mitigated the immediate temptation, and thus, the participant should 
deal with the ascertained risk of both options that are given in the future (Andersen et al., 2008). 
Secondly, we needed to arrange a local shop for organising the transfer of mobile recharge and 
exchanging the shopping vouchers. To determine the real monetary incentives for the CW-task; 
one of the rows were selected at random. To randomly select the row, the participants in India 
threw a ten-sided die or randomly drew one ten-numbered coins in Indonesia. On the selected 
row, the participants received the payout according to his/her choice in the particular row. 

 
 

Table 3. Matrix payoff of CW- task 

Row 
Indiaa Indonesiab 

Option I 
(in one week) 

Choice 
Option II 

(in three months) 
Option I 

(in one week) 
Choice 

Option II 
(in three months) 

1 120 … 123 50,000 … 51,300 
2 120 … 126 50,000 … 52,500 
3 120 … 129 50,000 … 53,800 
4 120 … 132 50,000 … 55,200 
5 120 … 135 50,000 … 56,500 
6 120 … 138 50,000 … 57,900 
7 120 … 141 50,000 … 59,300 
8 120 … 144 50,000 … 60,700 
9 120 … 147 50,000 … 62,000 

10 120 … 150 50,000 … 63,600 
Notes: aThe amount of payoffs is in India Rupee (INR), 1$ is equal to 68.030 INR; bThe amount of payoffs is 
in Indonesian Rupiah (IDR), 1$ is equal to 13,300 IDR. 

3.2. Joint estimation of risk and time preferences using the maximum likelihood 
estimation  

Following Andersen et al. (2008), a power risk utility function with constant relative risk 
aversion (CRRA) as assumed: 

𝑈(𝑋) =
𝑋ଵିఏ

1 − 𝜃
                                                                                                                                       (1)    

 
 

                                                           
2 Per one US$ was approximately equal to 68.03 INR or 13,300 IDR. The amount of baseline payoff was daily 
wage of non-skilled labour in rural area, indicating that these values were not trivial amount of money. 
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Where 𝑈 is utility, 𝑋 is payoffs in the HL-task, and 𝜃 is the CRRA coefficient3. Each pair of 
lotteries in the HL-task consisted of a high payoff (h) with the respective probabilities (𝑝௜) as 
presented in Table 2. The respective probability of low payoff (l) is 1 – 𝑝௜. The expected utility 
(EU) of option A in row 𝑖 of the paired lotteries of the HL-task was formulated as (Andersen et 
al., 2008): 

𝐸𝑈஺௜ =  𝑝௜ ·  𝑈(𝑋஺௛) + (1 – 𝑝௜) · 𝑈(𝑋஺௟)                                                                                          (2) 

and option B 

𝐸𝑈஻௜ =  𝑝௜ ·  𝑈(𝑋஻௛) + (1 – 𝑝௜) · 𝑈(𝑋஻௟)                                                                                         (3) 

Holt and Laury (2002) introduced a noise parameter (µ) based on Luce’s error (Luce, 1959) to 
allow randomness of choice during the experiment. The probability to choose option A or B in 
row 𝑖 of the HL-task is 𝑃𝑟௜

ு௅, thus the probability of choosing option A was (Holt and Laury, 
2002): 

𝑃𝑟௜
ு௅(𝐴௜) =  

𝐸𝑈஺೔

ଵ
ఓ

𝐸𝑈஺೔

ଵ
ఓ

+  𝐸𝑈஻೔

ଵ
ఓ

                                                                                                                   (4) 

The probability to choose option B was similar to the equation (4). If y is participants’ decision 
in row 𝑖, then 𝑦௜ = 𝐴 if the participants choose option A. If the participants choose option B, 
𝑦௜ = 𝐵. The log-likelihood estimated the average of the risk preferences from the sample, where 
the participants were treated as homogeneous in their preferences (Liebenehm and Waibel, 
2014). Moreover, the log-likelihood also involved the socioeconomic and demographic 
variables. If we denoted the socioeconomic and demographic variables as 𝑍 in the estimation, 
then the log-likelihood is (Andersen et al., 2008): 

ln 𝐿ு௅(𝜃, 𝜇; 𝑦, 𝑍) =  ෍(( ln (𝑃𝑟௜
ு௅(𝐴)|𝑦௜

௜ 

= 𝐴) + (ln ቀ1 − 𝑃𝑟௜
ு௅(𝐴)ቁ | 𝑦௜ =  𝐵))                (5) 

For the CW-task, the payoff of option I, 𝑀ூ, in time 𝑡 = 7  days, and the payoff of option II, 
𝑀ூூ, in time 𝑡 + 𝜏 (where 𝜏 is the time differences between the timeline of option I and option 
II). Following the joint-estimation-method by Andersen et al. (2008), the risk preference 
coefficients was included in the estimation. With the involvement of participants’ risk aversion, 
the Present Value (𝑃𝑉) of option I and option II in row 𝑖 of CW-task are (Andersen et al., 2008):  

𝑃𝑉ூ೔
= ൬

1

1 + 𝛿
൰

௧

.  
𝑀ூ

ଵିఏ

1 − 𝜃
                                                                                                                       (6) 

and 

𝑃𝑉ூூ೔
=  ൬

1

1 + 𝛿
൰

௧ାఛ

.  
𝑀ூூ

ଵିఏ

1 − 𝜃
                                                                                                              (7)  

The probability to choose option I or II in the row 𝑖 of CW-task was denoted as 𝑃𝑟௜
஼ௐand the 

noise parameter of the time preferences is 𝜗. Hence, the probability of a participant who choose 
option I in row 𝑖 was defined as (Andersen et al., 2008): 

                                                           
3 Andersen et al. (2008) added background consumption (𝜔) to define the utility but assumed 𝜔 was equal to 
zero. Therefore, in our estimation, we also assumed that 𝜔 is zero. 
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𝑃𝑟௜
஼ௐ(𝐼) =  

𝑃𝑉ூ೔

ଵ
ణ

𝑃𝑉ூ೔

ଵ
ణ +  𝑃𝑉ூூ೔

ଵ
ణ

                                                                                                                      (8) 

We denoted 𝑤 for the participants’ decision in row 𝑖, then 𝑤௜ = 𝐼 if participants chose option I 
and, 𝑤௜ = 𝐼𝐼  if choose option II. Following Andersen et al. (2008), the 𝜃 were incorporated to 
the log-likelihood while estimating the discount rate. Furthermore, similar to the estimation of 
risk preferences in equation (5), we also included the variables of socioeconomic and 
demographic (𝑍) in the estimation of discount rate. Thus, the log-likelihood equation for the 
discount rate was formulated as (Andersen et al., 2008): 

ln 𝐿஼ௐ(𝛿, 𝜃, 𝜇, 𝜗; 𝑤, 𝑍) =  ෍(( ln (𝑃𝑟௜
஼ௐ(𝐼)|𝑤௜

௜ 

= 𝐼) + (ln ቀ1 − 𝑃𝑟௜
஼ௐ(𝐼)ቁ | 𝑤௜ =  𝐼𝐼))    (9) 

4. RESULTS AND DISCUSSION  

The risk and time preferences were estimated simultaneously without the socioeconomic and 
demographic information. The results are presented in Table 4. To interpret the estimated 
CRRA coefficient, there are three classifications: i1) the value of 𝜃 is not statistically 
significantly different from zero, then the individuals are risk-neutral, on average; 2) a 
statistically significant negative value of 𝜃 indicates risk-loving; 3) a statistically significant 
positive value implies risk-averse individuals.  
 

Table 4. Joint estimation of risk and time preference of farmers in India and Indonesiaa 
 Indiab Indonesiac 

 Coefficient 
Robust 

standard 
error 

95% confidence 
interval Coefficient 

Robust 
standard 

error 

95% confidence 
interval 

Lower Upper Lower Upper 
𝜃 0.17 *** 0.02 0.13 0.22 0.10 *** 0.02 0.07 0.13 
𝛿 1.90 *** 0.14 1.62 2.19 2.71 *** 0.25 2.22 3.20 
Notes: aSignificance levels: *** at 1%, ** at 5%, * at 10%; bNumber of observations = 15,440 (number of clusters 
= 772); cNumber of observations = 15,120 (number of clusters = 756) 

 
The risk aversion coefficient 𝜃 of the Indian farmers was on average 0.174, while the 𝜃 of 

the Indonesian farmers was on average 0.103. In both cases the estimated 𝜃 were positive and 
statistically significant different from zero, this thereby indicated slightly-risk-averse 
individuals based on the Holt and Laury classification (Holt and Laury, 2002). The estimated 
risk preference coefficients of farmers in our sample were lower compared to farmers in two 
LIC, i.e., Burkina Faso and Mali in the study by Liebenehm and Waibel (2014). We found that 
the farmers in both countries were slightly-risk-averse, on average. Earlier, Binswanger (1981) 
concluded that Indian farmers were risk-averse individuals, on average. In their study, Skidmore 
et al. (2014) mentioned that the number of safe choices selected in the HL-task involving 
Indonesian farmers was 5.03, on average. Their finding indicated that the Indonesian farmers 
were on average slightly-risk-averse (Holt and Laury, 2002). 

The estimated 𝜃 of the farmers in India was higher than in Indonesia, indicating higher level 
of risk aversion. We could compare the estimates of 𝜃 between the two groups of samples. To 
do so, first, one determined whether the lower and upper boundaries of the 95% confidence 
interval from both countries overlap (e.g., Hermann and Musshoff, 2016). The upper level of 
the 95% confidence interval of 𝜃 of Indonesian participants (0.132) is slightly overlapping with 
the lower level of estimated 𝜃 for Indian participants (0.133). The 𝜃 is only slightly overlapping 
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with the upper or lower boundaries. To make sure there was difference, we examined the 
coefficients using the t-test. Thus, we carried out a t-test for two independent samples because 
we have the average estimated 𝜃 from Indian farmers and the estimated 𝜃 from Indonesian 
farmers. The p-value is 0.006 showing that the estimated 𝜃 from both samples are statistically 
different. Therefore, it can be concluded that farmers of our sample in India were more risk-
averse than the farmers in Indonesia, on average. 

Furthermore, the discount rates of the participants are presented in the value of estimated 𝛿 
in Table 4. The estimated 𝛿 of farmers in India was 1.904, indicating a discount rate of 190% 
in annual term. While in comparison, the discount rate of farmers in Indonesia is 270% in annual 
term, on average. Similarly, to the procedure in the investigation of risk preference, we checked 
whether the upper and lower boundaries of the 95% confidence interval were overlapping and 
carried out a t-test to further examine the difference of discount rates between the two groups. 
The upper boundaries of the estimated 𝛿 of Indian farmers (2.186) intersected with the lower 
boundaries of the Indonesian (2.261). The result of the t-test (p-value = 0.005) showed that the 
discount rates of the farmers in both countries were statistically significantly different. This 
demonstrated that the discount rate of Indian farmers in our sample were lower than Indonesian 
farmers. 

Utilising laboratory experiment by involving students in United States of America (USA), 
Coller and Williams (1999) found participants’ discount rates are in the range of 17.5 – 20% 
annually. Conducting a study in Germany, Hermann and Musshoff (2016) found annual 
discount rates within the interval of 7.3 – 14.7% for students, and 8.8 – 12.9% for farmers, 
depending on the magnitude of baseline payoffs in the CW-task. Compared to those findings, 
the estimated annual discount rates of 190% and 270% in our samples are very high. However, 
compared to USA and Germany, India and Indonesia were much less developed countries and 
the discount rates in developing countries are higher compared to developed countries, on 
average (Poulos and Whittington, 2000). Involving Indian sample, Atmadja et al. (2017) also 
encountered very high discount rate, i.e., 16.7% monthly. Furthermore, we attempted to dismiss 
possible methodological issues in the estimation by implementing two methodical approaches 
mitigating overestimated discount rates were applied. Firstly, the risk preferences were 
incorporated to estimate the discount rates. The joint estimation of the risk and time preferences 
resulted to lower discount rate (e.g., Andersen et al., 2008; Sauter and Mußhoff, 2018). 
Secondly, we did not apply a very high upper border of interest rates in the CW-task. The 
highest interest rates range was 100%. In this circumstance, the very high estimated discount 
rate was not a consequence from utilising too high interest rate in the CW-task. Accordingly, 
these results were plausible even though the estimated discount rates were high. High discount 
rates within the context of developing countries were often revealed in the literature (Holden et 
al., 1998). Therefore, the policymakers and farmers must deal with these high discount rates 
which imply wide-ranging impatience causing poverty and a lack of ability to maximise returns 
from the business. Many types of new technologies support development of rural areas such as 
contract farming, conservation and sustainable agriculture; offer long-terms benefits (Lee, 
2005). If these benefits are offered too far in the future (i.e., over the short horisons of the 
farmers future planning), then the adoption of the new technologies will be low (Stevenson et 
al., 2014). 

From the estimations of the risk preference coefficients and discount rate, we encountered 
that the farmers in India were more risk-averse with a lower discount rate compared to the 
farmers in Indonesia. To check the robustness of these findings, we utilised a dummy variable 
to indicate the effect of country to the estimated outcomes. Therefore, we pooled the samples 
from the two groups and created a dummy variable so-called “country”, where 1 = India and 0 
= Indonesia. Moreover, we involved participants’ socioeconomic and demographic in this 
model to see their interaction with the preferences. The outcomes of the estimation are 



9 
 

presented in Table 5. Regarding risk preference, the variable country has a positive value and 
is statistically significant at the 1% level. This shows that the level of risk aversion is higher in 
India. Moreover, the variable country is also statistically significant for the discount rate at 1% 
level with a negative value. This implied that the discount rate was lower for farmers in India. 
Accordingly, these findings confirm that our results were robust.  

 
Table 5. Model estimates of risk and time preferences with participants’ socioeconomic 

and demographica 

Variable (unit) 

Risk 
preferencesb 

p-value 

Time 
preferencesb 

p-value 
Estimate  
(st. error) 

Estimate 
(st. error) 

Country (1 = India) 0.12(0.03) 0.00 *** -0.38(0.114) 0.00 *** 

Age (years) 0.00(0.00) 0.01 *** -0.01(0.00) 0.15 

Education (years) -0.02(0.00) 0.00 *** 0.03(0.01) 0.01 ** 

Full-time farmer (1 = ≥ 50% income from farming) 0.02(0.03) 0.49 0.17(0.13) 0.16 

Gender (1 = male /0) -0.03(0.04) 0.52 0.26(0.13) 0.06* 

Household size (number) -0.00(0.03) 0.58 0.00(0.03) 0.02** 

Loan formal (1 = has loan from formal institutions) -0.05(0.02) 0.04 ** 0.14(0.10) 0.15 
Loan informal (1 = has loan from informal 
institutions) 

0.07(0.05) 0.15 0.16(0.15) 0.29 

Notes: aSignificance levels: *** at 1%, ** at 5%, * at 10%; bNumber of observations = 15,440 (number of 
clusters = 772); cNumber of observations = 15,120 (number of clusters = 756) 

 
Furthermore, the results of estimation of the preferences involving socioeconomic and 
demographic of the farmers were presented in Table 5. From this estimation, we found that the 
variables age, education and loan from formal institutions statistically significantly correlated 
with risk preferences. Older participants seem to have a higher level of risk aversion, which is 
consistent with the findings of previous studies (e.g., Liebenehm and Waibel, 2014; Tanaka et 
al., 2010). Regarding education, the literature found various effects of education on risk 
preferences. For example, Ihli et al. (2016) and Liebenehm and Waibel (2014) found that 
education is responsible to the lower level of risk aversion while Harrison et al. (2009) mention 
that education increases the risk aversion. Our estimation showed that education of farmers in 
India and Indonesia was associated with a lower level of risk aversion and is consistent with 
the research findings of Ihli et al. (2016) and Liebenehm and Waibel (2014). A higher level of 
education helped farmers to think more rationally and obtain more information, which 
encourages them to face risks. Finally, having a loan from a formal institution decreases the 
level of risk aversion. Loans may help the farmers to cope with risks and therefore this variable 
has a negative estimate. 

The variables education, gender and household size are statistically significant and positively 
connected with the discount rate. The previous literature provided mixed conclusions on the 
effect of education on discount rates. Bauer and Chytilová (2013) found that a higher level of 
education decreased the discount rate, however, Sauter and Mußhoff (2018) did not find any 
correlation between education and discount rate. Furthermore, while Harrison et al. (2002) 
found that although the levels of education varied, the surveyed participants exhibited a low 
discount rate. Our results showed that farmers in India and Indonesia with higher levels of 
education have higher discount rates. Male participants also have higher discount rates, which 
is consistent with previous literature by Bauer and Chytilová (2013). Finally, we found positive 
correlation between household size and discount rate, indicating that as household size 
increases, so does the discount rate. Studies show that larger household size places higher 



10 
 

pressure on finances, and accordingly, the discount rate is also higher (e.g., Harrison et al., 
2002; Liebenehm and Waibel, 2014; Tanaka et al., 2010). 

5. CONCLUSION 

This paper aimed to compare the risk and time preferences of farmers using cross country 
datasets from two lower-middle income countries. The study included observations from a 
sample of 1,528 farmers from both India and Indonesia to estimate the risk and time preferences 
simultaneously based on Andersen et al. (2008). The data revealed that Indian farmers are, on 
average, more risk-averse than farmers in Indonesia. However, the participants in these two 
LMICs showed a lower level of risk aversion compared to the farmers in LIC, such as Burkina 
Faso and Mali, in Liebenehm and Waibel (2014). A high level of risk aversion would be of 
concern for the policymakers as it potentially hinders farmers adoption of new technologies 
(Lee, 2005; Ortiz-Ferrara et al., 2007). However, in the two countries of our study, the various 
governmental’ projects, with various types of risks factors, should mildly inhibit the 
participation and/or adoption of farmers to new technologies or changes in economic situations.  

Moreover, we found that the discount rates of Indian farmers were lower than the farmers in 
Indonesia, on average. However, the measured discount rates in these two countries were very 
high and thus, can potentially hinder the farmers involved in any long-term investments (Bauer 
and Chytilová., 2010). For example, potentially low participation of farmers in some 
agricultural programs such as contract farming and sustainable agriculture, which have only 
long-term benefits may be unsuccessful (Stevenson et al., 2014). To overcome this problem, 
policymakers could consider providing economic incentives such as subsidies or cash payments 
(Barrett et al., 2012, Lee, 2005). Another possible policy recommendation is to increase the 
income levels of rural areas. Tanaka et al. (2010) found that income levels in rural areas were 
correlated with lower discount rates of the people living there. Thus, the government can 
attempt to increase the income of rural areas through public investment. For example, in China, 
the public investments were successful in improving income of rural areas through the 
establishment of infrastructure, facilities and several programs of human development (Park, 
and Wang, 2010). Finally, future research could extend this study by investigating farmers’ risk 
and time preferences in other LMICs in order to establish generality of our results. Indeed, it 
would also be of interest to extend this study by establishing a panel dataset of risk and time 
preferences from both countries. These panel data could be utilised to investigate whether risk 
and time preferences are changing over time using a cross-country dataset. 
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