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OPENING

Welcome note Minister Stratmann

At the age of seven, Carl Friedrich Gauß added the numbers of 1 to 100 as fast as
lightning and obtained the result: 5050. How did he solve the equation so quickly?
Would we have been able to do this at such a young age? Can some of us do it now?
These questions, among others, take centre stage in the Year of Mathematics 2008.

Apart from being the Year of Mathematics, 2008 is also the German-Israeli Year
of Science and Technology. Both of these issues merge in the “Conference on Sym-
metries in Algebra and Number Theory” which is organized cooperatively by the
Mathematics Faculty of the Georg-August-University Göttingen and the Einstein In-
stitute of Mathematics of the Hebrew University Jerusalem and hosted in Göttingen
from October 27 until October 30, 2008.

French mathematician Émile Borel once described his discipline as “poetry of
ideas”. This characterization is validated by numerous prosaic, technical develop-
ments for which mathematics provides the fundamental condition. Neither the
invention nor the production of computers, mp3-players or other machines would
be possible without the various achievements generated in the field of mathematics.
Technical terms such as fuzzy logic, chaos theory or computer simulation pervade
our everyday language. Concurrently, the prevalence of these concerns demon-
strates that since our world functions in ever more complex and mechanized modes,
we become increasingly dependent on the regulative force of mathematics.

By assembling the specialist conference “Symmetries in Algebra and Number
Theory”, scientists once again impressively prove that there is nothing more practical
than a good theory.

On this note, I extend my best wishes to all participants for inspiring discussions
and exciting insights that will advance science in Israel and in Germany via the
power of mathematics.

Sincerely,

Lutz Stratmann
Minister of Science and Culture of Niedersachsen



xii OPENING

Welcome note Vice-President Prof. Dr. Münch

Honourable Dr Eikenberg, Honourable Professor Kazhdan, Dear Professor Ker-
sten, Honourable Guests!

It is a great pleasure for me to welcome you in the name of the presidential board
of the Georg-August-Universität in Göttingen to the conference “Symmetries in
Algebra and Number Theory”.

Let me begin with a little historical story: In January 1801 Giuseppe Piazzi, a priest
and astronomer in Palermo, discovered the first asteroid Ceres. Piazzi observed Ceres
from January 1st until February 11th. Then the weather became bad in Sicily and
in summer Ceres was too close to the sun to be observed. Piazzi published the
celestial positions of Ceres determined during the first 40 days of the year. Although
these data were rather sparse, a few scientists tried to calculate the positions where
Ceres should be found in November and December of 1801. One of them – 24 year
old Carl Friedrich Gauss – predicted a position which was about 10 degrees off the
other astronomers’ estimates. The astronomer von Zach in Gotha, who was the only
observer to know Gauss’ calculation, found Ceres on December 7th. This success
made Gauss famous in the scientific world.

This extraordinary achievement of a young mathematician is certainly quite
spectacular. Nevertheless, in Göttingen we are reluctant to be proud of it. Our
reluctance has two reasons. Firstly, in 1801 Gauss was not yet living in Göttingen but
in his hometown Brunswick. It was the time between his student years in Göttingen
and the almost 50 years when he was a professor of our university and director of
our observatory. So we cannot claim that this was an achievement which is to be
associated with Göttingen. The other reason for our reluctance is more serious.
Being a member of the Georg-August-Universität and more generally being German,
I find it hard to feel enough shame for the years between 33 an 45 of the last century
in order to be allowed to feel pride for whatever brilliant achievements have been
made in the decades and centuries before, namely in the field of mathematics. What
nazi-barbarism meant for the development of science in Germany is adequately
expressed by a quote of David Hilbert. In 1934 he was asked by the new Prussian
secretary for education, whether his institute suffered any loss by the leave of Jewish
scientists and of dissidents.

David Hilbert is reported to have answered: “The institute doesn’t even exist any
more“. Hilbert knew that the loss of eminent minds like Landau, Courant, Bernstein,
Noether, Blumenthal, and Weyl was beyond estimate. Like Ceres was lost in the
daylight of the summer of 1801, Göttingen science was lost in the night of German
history. More than 200 years ago, it took a mathematical hero to find the asteroid
when the sky was clear again.
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During the last 60 years we have struggled to find again the Göttingen University
of former times known as a place for ideas, knowledge, and understanding. We
have gone a long way, we have made many steps forward and sometimes found
that our steps are yet too small. Since last year the German excellence program for
universities is providing us with an extraordinary opportunity to take a leap forward
in the search of excellence. 15 young researchers have been hired for our five new
Courant Centres, which will change the face of Göttingen University. One of the
Courant Centres is dedicated to ”Higher Order Structures in Mathematics“. Again
we depend on scientific and scholarly heroes: not only those who are part of our
University but also those who are part of the worldwide scientific community, who
work together with our researchers and help Göttingen to be what it is best at: a
place for the advancement of science.

Let me quote David Hilbert a second time. It is also reported he had said that one
of his students became a novelist, because he lacked the force of imagination neces-
sary for mathematics. I cannot say whether this is true or just made up. Anyhow, we
are grateful to you for sharing our mathematicians’ interests and for sharing your
finest resource, namely your thoughts, ideas, and your force of imagination.

Ladies and Gentlemen, thank you for being here. I wish you a successful confer-
ence, new insights, an inspiring and pleasant stay in Göttingen.

Sincerely,

Joachim Münch
Vice-President of the Georg-August-Universität
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Welcome note Representative of the Hebrew University Dr. Eikenberg

Shalom – Boka tov – Bruchim haba’im
Using these three well known Hebrew words, let me thank the organizers for

inviting me as representative of the Hebrew University of Jerusalem in Germany to
your prestigious bilateral Conference and for the honour to contribute with some
remarks to this opening ceremony.

Looking at the media, at exhibitions, lectures and at other events such as your
conference, I must say: 2008 as the year of mathematics has become even for a
mathematical layperson like me more than just only a label which was attached
by the Federal Minister of Education and Research to the current year in Germany.
In any case, I can speak from own experience: there have been remarkably more
points of contact with your field which were reaching me during this year 2008 than
ever before. But to put in mathematical terms these contacts were not more than
tangential points. To give you some examples:

First: In a recent article about a symposium dealing with the mathematical master
pieces of Albrecht Dürer one of the lecturers was quoted saying, Mathematics is
as difficult as the Eiger North Face, which is for climbing alpinists one of the most
challenging mountains in the Alps. I don’t know whether the lecturer was an art
historian or a Mathematician. In any case he was in line with my respect for your
discipline.

Second: More tempting was at first glance what I read when I visited an exhibi-
tion about Jewish Mathematicians in the German speaking academic community,
currently presented in Bonn, covering the period from the 19<sup>th</sup> century
until the first decades after the Second World War and travelling altogether to seven
German cities. One of the exhibits was focussing on Edmund Landau who undertook
with his book “Grundlagen der Analysis”, published in 1930, to address students as
well as mathematical laypersons. This was the reason, why he wrote two prefaces,
starting with the phrase. “”I only require from my readers logical thinking and the
mastery of the German language, however nothing related to the so-called schoolboy
mathematics or even to the high level mathematics.”” To be honest I never reached
the top of the Eiger North Face nor did I continue the reading of Landau’s book, in
spite of the fact that one of the Hebrew University’s Minerva Centres was named
“”Edmund Landau Minerva Center for Research in Mathematical Analysis””.

Third: Only a few days ago I listened to one of the so-called Hirzebruch lectures
at the University of Bonn, offered by the well-known German writer Hans-Magnus
Enzensberger under the title “”Metaphysical moods of Mathematics”” (“Methaph-
ysische Mucken der Mathematik”). To be honest again, I attended this lecture mainly
out of interest for Enzensberger. Enzensberger – with a major interest for mathemat-
ics over all his life – focussed in his lecture on the philosophy of mathematics. I do
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not claim I was able to follow him all the time. But he finished his remarks with the
following phrase: “”Most people do not have the slightest idea, to which extent their
life depends on a long chain of Mathematicians””.

Fourth: Once, I got a clue of the impact mathematicians had and have in the field
of arts when I was confronted for the first time with Marcel Duchamps, a Franco-
American artist. His work, in particular his Ready-mades, ironizing inter alia the
principle of gravity and influenced by an anti-scientific scepticism - expressed for
example in a hat-stand, hanging down by a thread from the ceiling - were influenced
by the mathematician and physicist Henri Poincaré who regarded the scientific laws
only as subjective understandings between human beings.

What is the concluding message which I draw from these rather superficial con-
tacts with your field? I would not be well advised to use my words for any remarks
about the scientific objectives of your Conference. To be on the safe side I will end,
therefore, my remarks with some general comments.

It is probably not by pure accident that your conference happens to take place this
year. As I mentioned before, 2008 was declared in Germany the Year of Mathematics,
i.a. to underline the importance of this scientific discipline, to win more young
people to focus their studies in this field and to increase at least the understanding
of the general public for the significance of mathematics.

In addition, I conclude from the logo on the website for your conference that your
event is also linked to the German Israeli Year of Science and Technology, which is
celebrated in 2008 and from which both countries expect new impulses for their
cooperation, which is, as I assume, still possible even within the dense network of
already ongoing bilateral scientific contacts.

Moreover, your conference is integrated in a chain of joint undertakings in various
fields including joint workshops, joint bilateral or EU-financed projects between
the Hebrew University of Jerusalem and the Georg-August- Universität Göttingen. I
think, one can say without hesitation: the partnership between the two Universities
is full of life.

My next remark refers to the role of Mathematics at Hebrew and Göttingen Uni-
versity. I do not want to carry coal to New Castle. You know much better than I do
what Mathematics means to both of your universities in terms of scientific contribu-
tions and in terms of the role they play for the overall reputation of your research
communities.

Of course, there is also the historical dimension. I am referring to the period
until 1933 with Goettingen’s reputation as the most distinguished scientific centre
of mathematics. As I learnt again from the exhibition which I mentioned at the
beginning, such reputation was highly based on at least a temporary, although never
completely unchallenged German-Jewish synthesis – or should I say symbiosis? -
and on the substantial contributions by Jewish mathematicians. I was informed
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that Lorenz Abraham Stern, a mathematician, was around 1860 the first Jew to be
appointed as a full professor in Germany - as a Jew who sticked to his traditional
religious belief. And this happened in Göttingen. 1933 20 out of 94 full professors for
mathematics in Germany were of Jewish origin. Beginning in that year according
to a study 127 Jewish mathematicians were driven out of Germany, including 19
from Göttingen – an irreversible loss as in so many other scientific fields and areas
outside the research area. 15 Jewish mathematicians from Germany perished during
the Nazi regime. The figures, I am quoting. are derived from the exhibition and its
catalogue, which also expresses a word of caution concerning their finality.

In the light of such past there is still enough reason - even more than 60 years after
the end of the Nazi regime - to praise that it goes now without saying that Israeli and
German scientists have been meeting each other for many years, are cooperating
with each other and often have made personal friendship.

Let me add a last point. The website for your conference is mentioning the
Einstein-Institute of Mathematics at the Hebrew University as a co-organizer. The
name of Einstein leads me to another event which I would like to bring to your
attention. “”Einstein revisits Humboldt”” is the title for the presentation of the
Einstein Centre of the Hebrew University hosted by the Humboldt Universität zu
Berlin in cooperation with the Max-Planck-Institute for the History of Science in
Berlin on 5 November 2008. Within four working groups focussing on physics, on
astrophysics, on Philosophy of Science and on International Relations Scientists
from the Hebrew University will meet with their German partners and will present
themselves during a festive event in the afternoon to the general public. I have
brought with me a poster drawing the attention to the public part of the event and a
couple of invitations together with detailed programs. I leave them with you in case
of interest.

And last not least, mentioning Humboldt leads again to Goettingen and to its
famous mathematician Carl Friedrich Gauss who also met Humboldt. Gauss and
Alexander von Humboldt are the main figures in a recent novel by the Austrian
writer Daniel Kehlmann. “”Measuring the world”” is a book full of humour, full
of information, filled with short and precise phrases and scenes. In this case easy
Mathematics for me!

But now I have moved already far away from the real topic of your Conference
and I better stop here in order to leave this latter topic in your hands and not to
steal more time from your deliberations. I am wishing you a successful conference
inspired by the genius loci.

Thank you for your attention.

Henning Eikenberg
Representative of the Hebrew University for EU Research Framework Programmes
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Abstract . We describe avatars of self-similarity in the worlds of groups, associative and Lie
algebras; in each case, we highlight some important examples and the questions or conjectures
that they answer.

Humans have since their origins been fascinated with symmetry. To quote Pierre

de la Harpe [18, page 3], it is “one way of coping with the frustrations of life’s limita-

tions: we like to recognize symmetries which allow us to grasp more that what we

can see”.

Symmetry is most conveniently expressed by a group of symmetries, and the

bigger the group, the more symmetries one has at hand. Uncountable symmetry

groups have two extremes (cf. Figure 1).

We shall be concerned in this text with objects whose symmetry group is totally

disconnected; a good model to keep in mind is the fern; symmetries include the

exchange of two neighbouring twigs, and all the replicas of this operation on sub-

ferns.

November 2008.

This is an extended abstract of a talk given in the “Symmetries in Algebra and Number Theory” conference
in Göttingen, October 27–31, 2008.
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FIGURE 1. Spaces with uncountable connected (left) and totally discon-

nected (right) symmetry group.

1. Self-similar sets

A self-similar set is a set X with a family Σ of maps X → X .

In interesting examples, these maps are injective; their images cover X ; and their

intersections have empty interior. Furthermore, X could be a metric space, and the

maps could contract the metric.

A particularly simple model for X is a Cantor set, with Σ the set of maps from

X to its top-level clopens. More generally, a self-similarity structure on X with

appropriate restrictions gives rise to a Markov encoding of X .

2. Self-similar groups

A group G acting on a self-similar set X is self-similar [23] if for every g ∈G and

σ ∈Σ there exist unique τ ∈Σ and h ∈G with

(2.1) gσ= τh :

XX

X X

σ τ

g

h
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The self-similarity of G is conveniently encoded in a map φ : G ×Σ → Σ×G ,

defined by φ(g ,σ) = (τ,h) using the above condition. This map contains the same

information as a map G → (Σ×G)Σ =ΣΣ×GΣ; in fact its image lies in the semi-direct

product GΣoSym(Σ) with Sym(Σ) acting by permutation of the factors on GΣ. This

group is the wreath product of G and Σ, sometimes written G oΣ. Therefore, the

self-similarity of G is also encoded by a map

φ : G →G oΣ :=GΣoSym(Σ).

It is not hard to see that φ is in fact a group homomorphism.

Given a self-similar group G , one may forget the space X on which it acts, and

reconstruct an action from the self-similarity map. This action will be on the set Σ∗

of words over Σ; it may be extended by continuity to an action on Σ∞.

Given g ∈G and a1 . . . an ∈Σ∗, one sets g0 = g ; and for i = 1, . . . ,n one computes

in turn φ(gi−1, ai ) =: (bi , gi ). Then one defines the action of g by

g ·a1 . . . an := b1 . . .bn .

2.1. Grigorchuk’s group. One may proceed in reverse: one starts by a self-similarity

map on a well-known group F , for example a free group; and defines a new group as

the quotient of F that acts faithfully on Σ∗.

For example, let F = 〈a,b,c,d〉 be a free group of rank 4; take Σ= {0,1}; and define

φ : F ×Σ→Σ×F by

a0 7→ 1, b0 7→ 0a, c0 7→ 0a, d0 7→ 0,

a1 7→ 0, b1 7→ 1c, c1 7→ 1d , d1 7→ 1b.

Let G be the subgroup of Sym(Σ∗) defined byφ. It is the first Grigorchuk group [14].

For an in-depth introduction to G , see [18, Chapter 8].

2.2. Burnside’s problem. Recall that a torsion group is one in which all elements

have finite order; in a p-group, all elements furthermore have order a power of p.

Burnside [10] asked in 1902 whether every finitely generated torsion group is finite,

and this question has stimulated much research in group theory during the 20th

century.

Variants of Burnside’s question have been considered: the “Bounded Burnside

Problem” asks whether there exists an infinite finitely generated group G and a

bound m such that every element of G has torsion of exponent dividing m. For

m ≤ 4 or m = 6 this is impossible; while already the case m = 5 is open. On the other
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hand, Adyan [1] (improving on [24] showed that for m = 665 the group could be

infinite.

The “Restricted Burnside Problem” asks whether, for given k,m, there are finitely

many finite groups with k generators and exponent m; or, equivalently, whether

there is a largest such group. This question was answered positively by Zelmanov [32,

33].

Golod [13] constructed in 1964 examples of infinite p-groups, settling Burnside’s

original question. These examples are not easily manageable: Golod starts by an

enumeration a1, a2, . . . of all elements without constant term of the associative

algebra A = Fp {x, y}; he then considers B =A /(apni

i ), where the ni are sufficiently

fast growing that B is infinite-dimensional — this is where the “Golod-Shafarevich

condition” comes into play. The subgroup G of B× generated by {1+x,1+ y} is an

infinite p-group.

Alëshin then produced [2] a more concrete family of torsion groups. The Grig-

orchuk group G is, up to finite index inclusions, the first term in this family:

Theorem 2.1 (Grigorchuk [14]). The Grigorchuk group G is an infinite, finitely gen-

erated torsion group.

Note that G has unbounded exponent, by Zelmanov’s result, since it is residually

finite. Other, similar torsion groups were constructed by Gupta and Sidki [17], but in

this text we shall concentrate for simplicity on G .

2.3. Growth of groups. Let G be a finitely generated group, with generating system

S. The growth function of G is the function

γ(n) = #{g ∈G | g = s1 . . . sm for m ≤ n and si ∈ S}.

The study of growth for finitely generated groups was introduced in the 1950’s in

the former USSR [29] and in the 1960’s in the West [21]; its first appearance seems to

be [20].

Note that, although γ depends on the choice of S, its asymptotic behaviour does

not. A group has polynomial growth if γ(n) is asymptotically polynomial; it has

exponential growth if γ(n) is asymptotically exponential.

It is easy to see that abelian groups have polynomial growth; for example, the

growth of Zd is equivalent to nd . The same holds for nilpotent groups. Gromov

proved conversely:
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Theorem 2.2 (Gromov [16]). A finitely generated group has polynomial growth if

and only if it contains a nilpotent subgroup of finite index.

On the other hand, free groups, or more generally fundamental groups of nega-

tively curved compact manifolds, have exponential growth.

There are many classes of groups for which the following alternative holds: either

a group has polynomial growth, or it has exponential growth. This is the case for

example for linear [30] and word-hyperbolic [12] groups.

Milnor asked in 1968 whether there exist groups of intermediate growth [22]. This

was answered positively in the early 1980’s, again by Grigorchuk:

Theorem 2.3 ([15]). The Grigorchuk group G has intermediate growth; more pre-

cisely,

enα - γ(n)- enβ ,

with α = 0.515 and β = log(2)/log(2/η) ≈ 0.767, for η ≈ 0.811 the real root of the

polynomial t 3 + t 2 + t −2.

The upper bound appeared in [4], and the lower bound appeared in [5]. I conjec-

ture that the upper bound is sharp.

2.4. Dynamical systems. Apart from important examples such as the Grigorchuk

group G , there is a general construction giving a self-similar group, due to Nekra-

shevych [23].

Let M be a topological space, and let f : M →M be a branched covering of M ,

with critical locus C . As a simple but good example, consider M = Ĉ and f = z2 −1,

with C = {0,∞}. Set

M ′ =M \
⋃

n≥1
f n(C ),

and choose a basepoint ∗ ∈M ′. Then π1(M ′,∗) acts by monodromy on

T := ⊔
n≥0

f −n(∗).

To compute effectively this action, let Σ= {σx } be a collection of paths in M ′ from

∗ to x ∈ f −1(∗). For every g ∈π1(M ′,∗) and every σx ∈Σ, there exists a unique f -lift

g̃ of g starting at x; this lift will end at some y ∈ f −1(∗). Define then

φ(g ,σx ) = (σy ,σ−1
y gσx )

with concatenation of paths written in the right-to-left order. This defines a self-

similarity structure on π1(M ′,∗), and transfers its action on T to an action on Σ∗.
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I am grateful to Professor Stuhler for having suggested the following, more al-

gebraic approach during my talk. One sets X = M̃ ′ the universal cover, on which

G =π1(M ′,∗) acts by deck transformations; and one lets Σ be the branches of f at ∗,

extended by analytic continuation to maps X → X . Then for every σ ∈Σ and every

g ∈G there are unique σ′ ∈Σ and g ′ ∈G with σg = g ′σ′; this defines a self-similarity

structure on G . Note however that the arrows for this self-similarity structure are in

the opposite direction as in (2.1).

The iterated monodromy group of f is the quotient of π1(M ′,∗) acting faithfully

on T . It serves both as a good source of examples (the group associated with f = z2−1

is an example of amenable group that does not belong to any of the previously known

classes [8]) and as a powerful invariant for the dynamical system defined by f up to

isotopy [7]; this was crucial in solving an open problem by Hubbard [11].

3. Self-similar associative algebras

To move from groups to algebras, we may simply linearize the definition of a

self-similar group: a self-similar associative algebra is an algebra A , a vector space

V , and a linear map

φ : A ⊗V →V ⊗A ,

called its self-similarity map. One may also write φ as an algebra homomorphism

φ : A →A ⊗End(V ) = Md (A ),

if V is has dimension d . In a different language, such algebras were first considered

by Sidki [28].

Let ε : A � k be a homomorphism (an augmentation). Then A acts by linear

transformations on the tensor algebra T (V ) = ⊕
n≥0 V ⊗n ; the action is defined as

follows. Consider a ∈A and v1 ⊗·· ·⊗ vn ∈ T (V ). Set a0 = a; for i = 1, . . . ,n compute

φ(ai−1 ⊗ vi ) =∑
wi ⊗ai ; then

a · v1 ⊗·· ·⊗ vn :=∑∑
w1 ⊗·· ·⊗wnε(an).

Self-similar algebras may be constructed as follows: let G be a self-similar group,

with map φ : G ×Σ→Σ×G . Let k be a field. Set A = kG and V = kΣ. Then the linear

extension of φ defines a self-similar associative algebra structure on A .

Note that, even if the map φ is injective (as for example for a self-similar group

defined by its self-similarity map), its linear extension may well fail to be injective.
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As a concrete example, consider the associative algebra kG associated with the

Grigorchuk group. Its self-similarity map may be defined by

a 7→
(

0 1

1 0

)
, b 7→

(
a 0

0 c

)
, c 7→

(
a 0

0 d

)
, d 7→

(
1 0

0 b

)
.

Note now that x := (d −1)a(d −1) 6= 0 ∈ kG , but φ(x) = 0.

Following Sidki, we call the quotient A (G) of kG acting faithfully on T (V ) the

thinned algebra of G . It is the self-similar algebra defined by the linear extension of

G’s self-similarity map.

3.1. Goodearl’s conjecture. Let now A =A (G ) be the thinned algebra of the Grig-

orchuk group.

Theorem 3.1 ([3]). The algebra A has quadratic growth, and therefore has Gelfand-

Kirillov dimension 2. It contains a copy of Laurent polynomials k[t , t−1].

Assume that k has characteristic 2. Then A is graded, and its homogeneous ele-

ments are nil.

Assume furthermore that k is an algebraic extension of F2. Then the Jacobson

radical of A coincides with its augmentation ideal

$(A ) = ker(ε) = 〈a −1,b −1,c −1,d −1〉.
(A finitely generated algebra has quadratic growth if the dimension of the span of

(≤ n)-fold products of generators grows as a quadratic function of n; the Jacobson

radical is the intersection of all maximal right ideals, and can be defined as those

x ∈A for which 1+αxβ is invertible for all α,β ∈A ).

It turns out that these features contradict a conjecture attributed to Goodearl [9,

Conjecture 3.1]. This conjecture stated that if A is an algebra over a field and has

Gelfand-Kirillov dimension 2, then its Jacobson radical is nil.

4. Self-similar Lie algebras

We finally consider self-similarity for Lie algebras. Let L be a Lie algebra, and let

C be a commutative algebra. A self-similar Lie algebra is given by a self-similarity

map

φ : L→L oC :=L⊗C oDerC .

In that case, L acts by linear maps on T (C ); the action is defined as follows. First,

L ·1 = 0. Consider then l ∈L and c ⊗d ∈ T (C ), with c ∈C and d ∈ T (C ). Compute
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φ(l) =∑
li ⊗ ci +∂; then inductively set

l · (c ⊗d) :=∑
ci c ⊗ (li ·d)+∂(c)⊗d .

Again one may construct a Lie algebra by giving a self-similarity map on a free

algebra, and by considering its quotient acting faithfully on T (C ).

Let L be a self-similar Lie algebra. Then the associative envelope A (L) of its

action on T (C ) is a self-similar associative algebra. Concretely, define φ : A (L) →
A (L)⊗Endk(C ) by

φ(l) =∑
`i ⊗Mci +1⊗∂,

where Mc denotes the k-endomorphism of C defined by multiplication by c, and

where φ(l) =∑
li ⊗ ci +∂ holds in the Lie algebra L.

4.1. Zelmanov’s conjecture. Let k be a field of characteristic 2, and set

C = k[x]/(x2). Consider the Lie algebra L= 〈A,B ,C ,D〉, defined by its self-similarity

map

A 7→ ∂

∂x
, B 7→ A+C (1+x), C 7→ A+D(1+x), D 7→ B(1+x).

Theorem 4.1 . The Lie algebra L is graded, and has linear growth; more precisely, its

homogeneous components of degree ≥ 2 have dimension ∈ {1,2}.

The associative envelope of A (L) of L is the associative algebra A =A (G ) from

§3.1. The Lie algebra L coincides with the Lie algebra associated with the dimension

series of the Grigorchuk group G from §2.1.

Recall that the dimension series of a p-group G is the sequence of subgroups

defined by G1 =G and Gn = [G ,Gn−1](Gdn/pe)p for n ≥ 2. Commutation in G gives

rise to a Lie algebra structure on L(G) := ⊕
n≥1 k⊗Fp (Gn/Gn+1). The structure of

L(G ) was computed in [6], based on ideas in [26].

The isomorphism between A (G ) and A (L) is as follows: a corresponds to A+1,

etc.; the basis {0,1} of V corresponds to the basis {1,1+x} of C .

Lie algebras associated to groups have been extensively studied [19, 31]; a group

has finite width if the ranks in the Lie algebra above are bounded. A conjecture

attributed to Zelmanov [34] asserted that groups of finite width had to fall in precise

classes: solvable groups, p-adic analytic groups, or (up to finite index) the positive

part of a loop group or the Nottingham group Aut1(Fp [[t ]]).

This conjecture is disproved by G and L, and the structure of groups of finite

width is therefore considerably more complicated than one might have expected.
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4.2. Petrogradsky-Shestakov-Zelmanov Lie algebras. It might have naively been

believed that, if G is a p-torsion self-similar group (such as the Grigorchuk group)

and k is a field of characteristic p, then $(A (G)) is a nil ring. This is certainly not

true, as we saw in §3.1. However, Shestakov and Zelmanov (following ideas by

Petrogradsky [25]) construct non-nilpotent nil rings from Lie algebras, as follows.

Let k be a field of characteristic p, and set C = k[x]/(xp ). Define the self-similar

Lie algebra L= 〈t ,u, v〉 by

t 7→ ∂

∂x
, u 7→ v xp−1 + t , v 7→ u.

Theorem 4.2 ([27]). The subalgebra 〈u, v〉 of L is a finitely generated, nil Lie algebra,

but it is not nilpotent. It has Gelfand-Kirillov dimension ∈ (1,2).

The associative envelope of L may be described quite easily: its self-similarity

map is given by p ×p-matrices

t 7→


0 · · · 0 1
...

. . . 0
...

. . .
...

0 · · · · · · 0

 , u 7→


t 0 · · · 0

0 t
. . .

...
...

. . . t 0

u · · · 0 t

 , v 7→


u 0 · · · 0

0 u
. . .

...
...

. . . u 0

0 · · · 0 u

 .
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1. L-functions

Suppose you are given an interesting sequence a(n), n ∈N, of complex numbers

that you would like to investigate. The method of analytic number theory is to

encode this sequence in a generating function. There are several choices, and if

some multiplicativity is involved, one might consider the Dirichlet series

(1) L(s) =
∞∑

n=1

a(n)

ns .

If we assume a(n) ¿ε nε for all ε> 0, or even only an average bound
∑

n≤x |a(n)|¿ε

x1+ε, then (1) converges absolutely and uniformly on compacta in ℜs > 1, and thus

defines a holomorphic function. We can hope that in this way we translate the

arithmetic of the sequence a(n) into analytic properties of the function L(s), and
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indeed there is very often a remarkable interplay between arithmetic and analysis.

Let us look at a few examples (see also [21, 27, 32]):

1) Let a(n) = 1 for all n. While it is debatable if this is an interesting sequence, it

gives no doubt an interesting object: the Riemann ζ-function

ζ(s) :=
∞∑

n=1

1

ns =∏
p

(
1− 1

p s

)−1

, ℜs > 1.

The Euler product shows that ζ(s) 6= 0 in ℜs > 1, and it is a classical fact that the

non-vanishing of ζ on the line ℜs = 1 is equivalent(1) to the prime number theorem

π(x) := #{p ≤ x | p prime} ∼ x

log x
, x →∞.

The ζ-function can be extended meromorphically to all of C, and one has more

precisely an equivalence(2)

ζ(s) 6= 0 in ℜs > 1−δ for some 0 < δ≤ 1/2

⇐⇒ π(x) =
∫ x

2

d t

log t
+O(x1−δ+ε) for some 0 < δ≤ 1/2 and all ε> 0.

This shows a very precise translation of an arithmetic statement (distribution of

prime numbers) into an analytic statement (location of zeros).

2) Let K /Q be a number field and let a(n) := #{integral ideals a | N a = n}. This

gives the Dedekind ζ-function

ζK (s) :=
∞∑

n=1

a(n)

ns =∑
a

1

(N a)s ,

which has a simple pole at s = 1. The analytic class number formula states

res
s=1

ζK (s) = 2r1 (2π)r2 Rh

w
p|D| ,

where as usual r1, r2 are the number of real resp. pairs of complex embeddings of K

into C, R is the regulator, h is the class number, w is the number of roots of unity in

K and D is the discriminant. In other words, we find all algebraic invariants of K in

the Laurent expansion of ζK at s = 1.

(1)Of course, since both statements are true, they are in particular equivalent. But even without knowing

the truth of either of these statements one can deduce one from the other.
(2)Here it is unknown if either of these statement holds for some δ> 0.
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3) Let χ be a primitive Dirichlet character to some large modulus q . This gives

rise to a Dirichlet L-function

L(s,χ) :=
∞∑

n=1

χ(n)

ns ,

which again can be continued to an entire function. In practice, one often encoun-

ters character sums of the type
∑

n≤x χ(n), and one would expect that there is a lot of

cancellation in such a sum. For example, for x = q one even has
∑

n≤q χ(n) = 0. Can-

cellation becomes a very delicate matter if the sum is short, i.e. if x is small compared

to q . The Lindelöf hypothesis for L(s,χ) states that L(1/2+ i t ,χ) ¿ε ((1+|t |)q)ε for

all ε> 0. This is not known, but it would imply∑
n≤x

χ(n) ¿ε x1/2+ε

for all ε > 0 and for all x > 0. Again there is an intimate connection between an

arithmetic statement (equidistribution of character values to small arguments) and

an analytic statement (growth on vertical lines).

4) If E/Q is an elliptic curve, we know by Mordell’s theorem that the set of rational

points on E is a finitely generated Abelian group, E(Q) ∼= Zr ⊕Etor(Q). The rank r

seems to be an elusive object; however, it is relatively simple to count points on (the

reduction of) E over finite fields, and we can define

aE (p) := p +1−#E(Fp )
p

p

for a prime p. This can be extended in a more or less natural way to all integers,

and yields an L-function LE (s) =∑
aE (n)n−s . It is, in general, very hard to prove that

this can be extended to an entire function, and is part of the seminal work of Wiles

(and others) [9, 39, 43]. Given that LE (1/2) exists, the Birch and Swinnerton-Dyer

conjecture states (among other things) that the rank can be recovered from the

Laurent expansion at 1/2, namely ords=1/2 LE (s) = r .

We observe that all four examples depend on an appropriate analytic continua-

tion of the respective L-function and provide a connection between the arithmetic

input and some analytic properties outside the region of absolute convergence.

Every decent L-function has a functional equation of the form

(2) L(s)G(s) = ηL(1− s̄)G(1− s)
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where |η| = 1 and

G(s) = N s/2
d∏

j=1
π−s/2Γ

(
s +µ j

2

)
for some integer N ∈N and some complex numbers µ1, . . . ,µd . The complexity of an

L-function is measured by its analytic conductor

(3) C :=C (t ) := N
d∏

j=1
(1+|t +µ j |), t =ℑs.

Since we are assuming that L(s) converges absolutely in ℜs > 1, we have L(s) ¿ 1 in

ℜs = 1+ε. The functional equation (2) and Stirling’s formula translate this into(3)

L(s) ¿C 1/2+ε on ℜs =−ε. If we assume in addition that L is of finite order (in the

sense of complex analysis), which is always satisfied in applications, then a standard

argument shows

(4) L(1/2+ i t ) ¿C (t )1/4+ε.

This is usually referred to as the convexity bound, and any exponent smaller than 1/4

is called a subconvexity bound. If the generalized Riemann hypothesis holds for the

L-function in question, then 1/4 can be replaced with 0.

2. Automorphic forms on GL2

Let G := PSL2(R). We have the Iwasawa decomposition G = N AK where

N :=
{(

1 x

1

)∣∣∣ x ∈R
}

, A :=
{(

y1/2

y−1/2

)∣∣∣ y > 0

}
,

K :=
{(

cosθ sinθ

−sinθ cosθ

)∣∣∣ θ ∈ [0,π)

}
.

The group K = PSO2(R) is a maximal compact subgroup of G . Let

Γ := Γ0(N ) :=
{(

a b

c d

)
∈ PSL2(Z) | c ≡ 0(mod N )

}
.

(3)Throughout this note, ε> 0 denotes an arbitrarily small constant, not necessarily the same on each

occurrence.
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Then G acts on L2(Γ\G) by the right regular representation, ρ(g )(φ)(x) :=φ(xg ) for

φ ∈ L2(Γ\G), and we have a G-equivariant decomposition

(5) L2(Γ\G) =C ·1⊕⊕
π

Vπ⊕
∑
a

∫
R

Ha(t )d t

into the constant functions, cuspidal irreducible representations (π,Vπ) and Eisen-

stein series for the cusps a (that enter the picture because Γ\G is not compact). Each

Vπ decomposes further according to the characters of K :

Vπ =
⊕

q∈2Z
Vπ,q

(in the Hilbert space sense), and it is known that dimVπ,q ≤ 1. The left and right

G-invariant Laplace operator

∆ :=−y2(∂2
x +∂2

y )+ y∂x∂θ

acts (by a generalized version of Schur’s lemma) on each Vπ as a scalar λπ ∈ R. In

algebraic terms, this is the Casimir element (up to normalization) of the universal

enveloping algebra U (g). Sometimes we need a variant of the space L2(Γ\G). For

a character χ of modulus dividing N let L2(Γ\G) denote the L2-space of functions

G →C that transform under Γ as f (( a b
c d )g ) =χ(d) f (g ) for ( a b

c d ) ∈ Γ.

Why is the space L2(Γ\G) interesting? One reason is that it is equipped with

additional structure. In general there is no left action of G an L2(Γ\G): if f is Γ-

invariant, then f (g ·.) is only g−1Γg -invariant. However, ifΓ= Γ0(N ) and g ∈ PSL2(Q),

then g−1Γg contains some finite index subgroup of Γ0(N ), and using a suitable

average, we can get back to Γ0(N ). This is a special feature of groups like Γ0(N ) (as

opposed to arbitrary discrete subgroups of G) and yields a family of naturally defined

operators {Tn | n ∈N} that forms a commutative algebra, which also commutes with

∆, since ∆ is left G-invariant. Mostly for technical reasons we consider only the

subspace L2
new(Γ\G) whose irreducible representations are generated by so-called

newforms, i.e. they do not come from subgroups with smaller index in PSL2(Z).

Then each operator Tn acts on each Vπ ⊆ L2
new(Γ\G) as a scalar λπ(n), and a function

φ ∈Vπ,q has a Fourier-Whittaker expansion

φ

((
y1/2 x y−1/2

0 y−1/2

)(
cosθ sinθ

−sinθ cosθ

))

= e i qθ
∑

n 6=0

λπ(n)p|n| W
sgn(n)q/2,

p
1/4−λπ (4π|n|y)e(nx),
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where as usual e(x) denotes the additive character e2πi x , Wα,β is the Whittaker func-

tion(4) [42, Chapter 16] and λ(−n) = ηλ(n) with η ∈ {−1,0,1}. This is relevant for us,

because the Hecke eigenvalues λπ(n) carry often number theoretic information.

Examples. 1) Hecke [25] - Maaß [31]: Let N be the discriminant of the field

K =Q(
p

N ) and χ the character of the extension K /Q. Then there is a representation

(π,Vπ) ⊆ L2
new(Γ\G ,χ) with λπ = 1/4, such that λπ(n) = #{ideals a⊆OK |N a= n}.

2) Wiles et al. [9, 39, 43]: Let E/Q be an elliptic curve. Then there is a represen-

tation (π,Vπ) ⊆ L2
new(Γ\G) with λπ = 0, such that λπ(p) = (p +1−#E(Fp ))/

p
p for all

primes p.

Langlands’ philosophy suggests that “all interesting objects" arise in this way for

suitable Γ and G . In any case, for each representation (π,Vπ) ⊆ L2
new(Γ\G) we can

define an L-function

L(π, s) :=
∞∑

n=1

λπ(n)

ns ,

and we hope to learn more about Hecke eigenvalues by studying L(π, s) from an

analytic point of view.

If we work over a number field K /Qwith class number h > 1, the above setup is

not appropriate. One could work with h copies of G modulo certain conjugates of Γ,

but it is better to work adelically. For each place v of K let Kv be the completion and

Ov the ring of integers (if v |∞, then Ov = Kv ). Then the adele ring is the restricted

product

A= ∏
v

′
Kv

with respect to the sets Ov , with K embedded diagonally. There is a natural surjec-

tion from A× to the group of non-zero fractional ideals of K , and we often do not

distinguish between an idele and its image. Again GL2(A) acts by the right regular

representation on L2(A× GL2(K )\GL2(A)) whereA× is identified with the center of

GL2(A). This setting has no dependence on the level of the subgroup any more, since

it treats simultaneously all subgroups Γ0(c), with c an ideal in K . If we want to make

the level explicit, we define

K (c) := ∏
p finite

K (cp) ⊆ GL2(Afin)

(4)In the special case q = 0, this reduces essentially to a Bessel K -function.
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for a nonzero ideal c, where

K (cp) :=
{(

a b

c d

)
∈ GL2(Kp)

∣∣∣ a,d ∈Op, b ∈ d−1
p , c ∈ dpc, ad −bc ∈O×

p

}
with d the different of K . The conductor of an irreducible representation (π,Vπ)

contained in L2(A× GL2(K )\GL2(A)) is the smallest ideal such that Vπ contains a

right K (c)-invariant vector (which is automatically a “newvector"). The Fourier

expansion in the adelic setting reads

φ

((
y x

1

))
= ∑

r∈K ×

λπ(r yfin)√
N (r yfin)

Wφ(r y∞)ψ(r x),

where y = y∞× yfin ∈ A×, x ∈ A, φ a smooth vector in some cuspidal irreducible

representation π, N the norm, Wφ a product of Whittaker functions, ψ the standard

additive character on A, and λπ(r yfin) depends only on the fractional ideal repre-

sented by r yfin and is non-zero only if this ideal is integral.

How can we get new automorphic forms out of given ones? A typical way is

twisting, and the simplest twist is by a character (that is, by an automorphic form

on GL1). Let χ : K ×\A× → S1 be a Hecke character of conductor q (that is, q is the

largest ideal such that χ is trivial on finite ideles ≡ 1 mod q), and define the twist of a

representation π on GL2 with χ by

π⊗χ(g ) :=χ(det g )π(g ).

This is another representation on GL2, and if the integral ideal a is coprime to the

conductors of π and χ, then λπ⊗χ(a) = λπ(a)χ(a). If χ has conductor q and π has

conductor c coprime to q, then π⊗χ has conductor cq2, so the conductor of the

character enters quadratically.

3. Subconvexity for automorphic L-functions

The following result is a combination of the results in [7, 6, 5]. We are interested

in bounding a twisted automorphic L-functions in terms of the conductor of the

twisting character, where the other parameters are essentially kept fixed.

Theorem 1 . Let K be a totally real number field of degree d, π an irreducible cuspidal

representation on GL2(A), χ a Hecke character of conductor q and C = C (t ,π) the

analytic conductor of L(s,π) in the sense of (3). Then

L(π⊗χ,1/2+ i t ) ¿C A(N q)1/2−δ+ε
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where N denotes the norm, A is some absolute constant, ε> 0 is arbitrarily small,

and δ= 1
11 in general, and δ= 1

8 if K =Q.

More precisely, the constant δ in the general case(5) is 1
8 (1−2θ) > 1

11 where θ is

the a bound towards the Ramanujan conjecture (currently θ ≤ 1/9 is known [29] and

θ = 0 is conjectured).

The convexity bound in this context is L(π⊗χ,1/2+i t ) ¿t ,π,ε (N q)1/2+ε. The first

subconvex bound in this direction was δ= 1/22 for K =Q by Duke, Friedlander and

Iwaniec [19] and an important contribution came from Bykovskĭı [12] that inspired

both [16] and [6]. Our bound δ = 1/8 matches the quality of Burgess’ celebrated

bound [11], where the case π an Eisenstein series is treated.

Over a number field K other than Q a subconvexity bound was for a long time an

open problem. In an unpublished manuscript [13] (see also [14]), Cogdell, Piatetskii-

Shapiro and Sarnak obtained δ = 1/18 for holomorphic Hilbert cusp forms using

deep bounds for triple products [35]. As an application of an ingenious and very

flexible geometric method, Venkatesh [40] (see also [34]) proved recently – among

other things – Theorem 1 with δ= 1/24. Our method is quite different from all of

these works and will yield in particular as a by-product a solution of a problem of

Selberg, see Theorem 2 below.

We will only sketch briefly the ideas that go into the proof; it rests on the following

ingredients(6):

– the amplification method [19] and an approximate functional equation [23]

(this is essentially standard),

– the spectral decomposition of Dirichlet series associated with a shifted convo-

lution sum [7] (solving a problem of Selberg) which makes good use of

– the Kirillov model and Sobolev norms [2].

Let us look at the first point. To start with, we have to find a way to work con-

veniently with the values L(π⊗χ,1/2+ i t) since a priori they exist only by analytic

continuation (or perhaps as a conditionally convergent series which is not useful

in practice either). However, often a suitably truncated part of a divergent or con-

ditionally convergent series gives a good approximation of the quantity that one

(5)At the time of writing, we need some technical assumptions that can most likely be removed with a

little extra work.
(6)The proof for K =Q uses a somewhat different methods which avoid the dependence on Ramanujan

bounds, see [6].
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is interested in. For L-functions this can be made precise with an approximate

functional equation, and in fact the first about C 1/2 terms of an L-function with

analytic conductor C are a very good approximation on the critical line ℜs = 1/2. In

other words, for all practical purposes

(6) L(1/2,π⊗χ) ∼ ∑
N a∼N q

λπ(a)χ(a)

(N a)1/2

and similarly for other points on the critical line, where ∼ has to be understood in a

very broad sense. Note by the way, that the trivial bound would recover the convexity

estimate. Now that we have an explicit description of L(s,π⊗χ) as a finite sum, let

us try to exhibit cancellation in such sums. Let us first look at a simple example(7).

Suppose you want to prove that |sin x +cos x| ≤p
2. There are certainly many ways

of proving this. Here is one: Square the left hand side and add a “spectrally useful"

nonnegative quantity:

|sin x +cos x|2 +|sin x −cos x|2 = 2.

Now drop the second term, and the proof is complete. In a similar way, it is useful to

embed an L-function into a family. First let us cut the sum (6) into h pieces according

to the ideal class of the ideal a. For simplicity we will only work with the principal

class. We consider now the second moment∑
ω∈Ω

|L(π⊗ω,1/2+ i t )|2,

whereΩ is a family of characters containingχ, for example the family of all characters

of (O/q)×. These characters are in general not Hecke characters, because they may

not be trivial on units, and so strictly speaking the expression L(π⊗ω,1/2+ i t)

does not make sense as a value of an automorphic L-function. It is typical in this

context to consider such “fake-moments"; after all, we are free to add to our original

quantity L(π⊗χ,1/2+ i t ) whatever we want as long as it is non-negative. Here the

expression L(π⊗ω,1/2+ i t) is just a notation for a suitable Dirichlet polynomial

whose coefficients behave roughly like λπ((α))ω(α) on principal ideals (α). This

family is of size about N q; so even if we assume a sort of Generalized Lindelöf

hypothesis in the sense L(π⊗ω,1/2+ i t ) ¿t ,π 1, we can bound the above sum only

by N q which after taking the square-root just recovers the convexity bound. The

problem here is that our family, although very convenient to work with, is quite

(7)which can be viewed as an instance of arts and science in mathematics: it is art to find the second term,

and it is science to prove the trigonometric identity
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large. One could try to evaluate a fourth moment instead of a second moment,

in which case one could take the fourth root at the end, but our current analytic

techniques are not strong enough to estimate a fourth moment appropriately. The

idea of Duke-Friedlander-Iwaniec [19] is to weight the sum in our favor so as to

highlight the one term we are interested in, but not the other ones that we drop at

the end anyway. Hence as a refinement, we consider

(7)
∑
ω∈Ω

|A(ω)|2|L(π⊗ω,1/2+ i t )|2,

where A(ω) is an “amplifier" that is large for ω= χ, and rather small otherwise. In

practice, A(ω) will be a short Dirichlet polynomial, e.g.

A(ω) = ∑
N (α)∼L

χ(α)ω̄(α),

where L is a parameter that we can optimize later. Now we open the square and sum

over ω. This shows that we have to bound nontrivally sums roughly of the form

(8)
∑

n1,n2∈OK ∩B
α1n1≡α2n2 (mod q)

λπ(n1)λ̄π(n2),

where α1, α2 are of norm about L (they come from the amplifier), and B is a box in

Minkowski space of the form

nσ1 , . . . ,nσd ³ (N q)1/d

with σ1, . . . ,σd the embeddings of K into R. We break this sum into pieces according

to the value of

(9) q :=α1n1 −α2n2 ∈ q.

The term q = 0 is the diagonal term, and pretty straightforward to handle. Let us now

assume q 6= 0. Expressions of the type (8) with a summation condition of type (9) are

usually called shifted convolution sums. Selberg [37] considered in 1965 Dirichlet

series (overQ) of the type

Dq (s) := ∑
n1−n2=q

λπ(n1)λ̄π(n2)

(n1 +n2)s

(which is not an automorphic L-function!) and proved in some cases an analytic

continuation to some right half plane ℜs > 1−δ with δ> 0, however, without good

control of the size in s and q (which is crucial for all known applications). Progress

in this respect has been made by Good [22], Jutila [28], Sarnak [35] and Motohashi

[33]. Our method, based on the Kirillov model and Sobolev norms gives not only the
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analytic continuation with good growth estimates, but also the pleasing structural

insight that the series Dq (s) can be decomposed according to the decomposition (5).

We present the result in the simplest case [7]. The general case is treated in [5].

Theorem 2 . Let k > 60 and q > 0 be any integers, and λ(n) Hecke eigenvalues of

any irreducible cuspidal representation on GL2 of conductor 1. Then there exist

holomorphic functions Fπ in the strip 1/2 <ℜs < 3/2 (depending on k) such that∑
m−n=q

λ(n)λ(m)(nm)(k−1)/2

(n +m)s+k−1
= q1/2−s

∫
λπ(q)Fπ(s)dπ, ℜs > 1,

and ∫
|Fπ(s)|dπ¿ε |s|22,

1

2
+ε≤ℜs ≤ 3

2
,

where the integral is taken over the union of the discrete spectrum and the continuous

spectrum.

Armed with Theorem 2 (or rather a slight generalization thereof) it is relatively

straightforward to complete the proof of Theorem 1.

4. Applications

Although at first sight Theorem 1 may seem as some purely analytic trickery, it

has, in accordance with the general philosophy of L-functions, interesting arithmetic

applications. Perhaps the most appealing application of Theorem 1 is in combina-

tion with the formula of Waldspurger [41] and its extensions to number fields. More

precisely, let π̃ be a cuspidal representation on the double cover S̃L2, generated by

a half-integral weight modular form satisfying some technical assumptions, and π

the representation on GL2 given by theta correspondence (“Shimura lift"). Then for

squarefree m, Waldspurger’s formula relates the square of the m-th Fourier coeffi-

cient of π̃ to L(π⊗χm ,1/2) where χm is the quadratic character corresponding to the

extension K (
p

m)/K . In this way, Theorem 1 yields the currently best known bounds

for Fourier coefficients of half-integral weight Hilbert modular forms.

One particular situation where such bounds are needed, are asymptotic formulae

for the number of representations of totally positive integers by ternary quadratic

forms, see [3] for an overview of this topic overQ. Hilbert’s eleventh problem asks

more generally which integers are (integrally) represented by a given n-ary quadratic

form Q over a number field K . If Q is a binary form, it corresponds to some element

in the class group of a quadratic extension of K (see [17] for a nice account overQ).
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If Q is indefinite at some archimedean place, Siegel [38] for n ≥ 4 and Kneser [30]

and Hsia [26] for n = 3 proved a local-to-global principle, so Siegel’s mass formula

tells us exactly which integers are represented by Q. If Q is positive definite at every

archimedean place and n ≥ 4, again Siegel’s mass formula and simple bounds for

Fourier coefficients of Hilbert modular forms give a complete answer (some care

has to be taken in the case n = 4). The only remaining case of Q positive definite and

n = 3 was solved by Duke and Schulze-Pillot [20] for K =Q. For arbitrary totally real

K , the result was announced in [13] with a sketch of the proof being given in [14] in

the class number one case. Combining the argument in [14] with Theorem 1 and

Waldspurger’s formula e.g. in the version of Baruch-Mao [1] one derives:

Theorem 3 (cf. [14, 13]). Let K be a totally real number field and let Q be a positive

integral ternary quadratic form over K . Then there is an ineffective constant c > 0

such that every totally positive squarefree integer m ∈OK with N m ≥ c is represented

integrally by Q if and only if it is integrally represented over every completion of K .

The representation of non-squarefree integers is quite subtle, but in principle can

again be characterized by more involved local considerations, cf. e.g. [36].

Theorem 3 can be refined in various ways and also made quantitative, which

yields for example applications of the following type: Gauß proved in his Disquisi-

tiones that a rational integer n can be written as a sum of three squares if and only

if it is not of the form 4k (8m +7), and if it is in addition not divisible by a very high

power of 2, the number of such representations is about L(1,χn)
p

n which by Siegel’s

theorem is n1/2+o(1). Hence one may ask if all integers satisfying some natural con-

gruence conditions can still be written as a sum of three squares of numbers with

certain restrictions, e.g. sums of three squares of primes, or sums of three squares of

squarefree numbers or sums of three squares of smooth numbers etc. Combining

the previous results with a carefully designed sieve (the vector sieve as developed by

Brüdern and Fouvry [10]) one can for example prove [4, 3]:

Theorem 4 . Let(8) n ≡ 3 (mod 24), 5 - n, be sufficiently large, and let γ= 1/567. Then

n is the sum of three squares of integers with all their prime factors greater than nγ.

The number of such representations exceeds À n1/2−ε. In particular, every such n is

the sum of three squares having at most 284 prime factors.

(8)In [3, Proposition 3.1] the condition n ≡ 3 (mod 8) has to be replaced by n ≡ 3 (mod 24).
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For similar results of this flavor see [3].

A different type of application of Theorem 1 can be found in [15] (cf. also [40, 44])

that generalizes work of Duke [18]: Under the assumption of a subconvex bound as

above it is proved that a certain family of Heegner points and certain d-dimensional

subvarieties are equidistributed on the Hilbert modular variety PSL2(OK )\H d . For

example, if K =Q, and −D is the discriminant of an imaginary quadratic field, then

each ideal class a= (a, 1
2 (b −p−D)), say, in the class group ofQ(

p−D) gives a Heeg-

ner point z = (b −p−D)/(2a) in X := PSL2(Z)\H . If D →∞, these points become

denser and denser in X , and the above statement says that they become actually

equidistributed (with an explicit rate of decay) with respect to the standard measure

y−2d xd y on X . In order to prove this, one has to sum the values of a test function at

these Heegner points, and by a spectral decomposition one can assume that the test

function is an eigenform of the Laplacian. This leads to certain Weyl sums, which

can be expressed as central values of twisted L-functions. Using bounds for the

L-values as in Theorem 1, one derives an equidistribution statement.

Finally we note that the subconvex bound in Theorem 1 (in particular for K =Q)

is a crucial input for certain subconvex bounds of higher degree L-functions, which

in turn have other arithmetic applications. We refer the reader to [24, 8] for more

details.
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BOUNDED COHOMOLOGY OF THE p-ADIC UPPER HALF PLANE
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Abstract . We consider the bounded cohomology of Drinfel’d’s p-adic upper half plane, with values
in a local system M . We show that it has a canonical splitting into the space of bounded one-forms
with values in M . The paper is largely expository, and self-contained.

1. Introduction

Let K be a p-adic field, and Cp the completion of its algebraic closure. Let X be

the p-adic “upper half plane” over K introduced by Drinfel’d in [6]. The rigid analytic

de-Rham cohomology of X is the space of rigid analytic Cp -valued 1-forms on X,

modulo exact ones,

(1.1) H 1
dR (X) =Ω/dO .

In contrast to the complex upper half plane, this cohomology does not vanish.

In fact, it is a classical result that it is isomorphic to the space of harmonic (Cp -

valued) 1-cochains on the Bruhat-Tits tree T of the group G = SL2(K ). (See [3] for

background.) Recal that T is a q +1 regular tree (where q is the cardinality of the

residue field of K ), and a 1-cochain c on T is harmonic if (i) c(ē) =−c(e) if ē is the

edge e with reversed orientation, and (ii) the sum of c(e) for all the edges flowing

into any given vertex, is zero. We denote the space of harmonic 1-cochains by C 1
har .

The isomorphism

(1.2) H 1
dR (X) 'C 1

har
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is given by the residue homomorphism. If ω ∈Ω, we let

(1.3) cω(e) = r ese (ω)

be the residue of ω along the oriented edge e (see [7] p.94). Then cω is a harmonic

cochain, it vanishes if and only if ω is exact, and every harmonic cochain is of this

type. Both Ω and C 1
har are inverse limits of Banach spaces (in the case of C 1

har these

are finite dimensional Banach spaces), and carry a natural p-adic Fréchet topology

in which they are reflexive (see [13]). The group G acts on the two spaces. The

residue homomorphism respects both the topology and the G-action.

If M is a finite dimensional representation of G over K , we may tensor the above

spaces with M to get the notions of M-valued rigid analytic functions or forms, coho-

mology with coefficients in M , and M-valued harmonic cochains. The isomorphism

(1.4) H 1
dR (X; M) 'C 1

har (M)

(where the notation is self-explanatory) is obtained from the case of trivial coeffi-

cients by tensoring with M . One should only be aware that the G-action now involves

both the geometric action on X, and the action on the coefficients.

An integral structure M in M is the assignment, for every simplex σ of T , of an

OK -lattice M(σ) in M , such that M(γσ) = γM(σ) for every γ ∈G , and M(v) ⊂ M(ε) if

the vertex v belongs to the edge ε. Integral structures exist, and any two are com-

mensurable. An M-valued harmonic cochain c is bounded if there exists an integral

structure M such that c(e) ∈ M(e) for every e. The space of bounded M-valued har-

monic cochains is preserved by the action of G . We denote it by C 1
har (M)bnd . It is not

a-priori clear that bounded harmonic cochains exist, namely that the two conditions

of harmonicity and boundedness can coexist. The simplest way to produce plenty of

bounded harmonic cochains is to consider a discrete cocompact subgroup Γ in G ,

and note that H 0(Γ,C 1
har (M)) ⊂C 1

har (M)bnd . The spaces H 0(Γ,C 1
har (M)) have been

studied in [4], among other places.

The cotangent space to X at z0 has a canonical integral structure Ω|z0 which is

the OCp -span of d z/(z0 −ζ) for ζ ∈ K (this integral structure does not depend on the

choice of the coordinate z and is G-equivariant). Let r : X→ |T | be the reduction

map from X to the real realization of the tree (see [7] or [4]). An M-valued 1-form

ω ∈Ω(M) is called bounded if there exists an integral structure M such that

(1.5) ω|z ∈Ω|z ⊗M(σ)
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whenever r (z) ∈ |σ|. The space of bounded M-valued forms is denoted by Ω(M)bnd .

It is G-stable. Once again, the simplest way to produce such forms is to produce

Γ-invariant ones for some Γ.

We shall describe below a filtration, due to Schneider and Stuhler, of the module

Ω(M), by certain coherent submodules F iΩ(M) of decreasing ranks, which are

direct summands (i.e. give rise to subvectorbundles), and which are G-stable. The

last step in the filtration, F nΩ(M), still maps surjectively onto H 1
dR (X; M), so every

cohomology class is represented by an M-valued form from that last piece.

We shall check that bounded M-valued forms get mapped, by the residue homo-

morphism, to bounded M-valued harmonic cochains.

Theorem 1.1 . The residue homomorphism induces an isomorphism

(1.6) F nΩ(M)∩Ω(M)bnd 'C 1
har (M)bnd .

In other words, every bounded M-valued harmonic cochain is of the form cω
for an ω ∈ F nΩ(M)∩Ω(M)bnd , and if a bounded ω which lies in the last step of the

filtration is exact, then it is zero.

The theorem is not new. For a survey see [3], Theorem 2.3.2, Corollary 2.3.4

and the references therein. However, our approach to Morita duality, to the notion

of bounded differential forms, and to the injectivity statement in the theorem, is

different than what may be found in the literature. Except for a certain technical

verification of convergence at the very end, our exposition is self contained.

The surjectivity statement in the theorem asserts that the map from forms to

cohomology splits G-equivariantly over the bounded cohomology. The existence

of such a splitting has been known for some time and follows from the theorem of

Amice-Velu-Vishik. Roughly speaking (we shall make everything precise below), to a

bounded M-valued harmonic cochain c one attaches a (scalar valued) distribution

λc on P1
K with “growth conditions” of order n. This distribution extends in a natural

way to a tempered distribution λ̃c , i.e. to a linear functional on the space of the

locally analytic functions on P1
K (this is where one needs the estimates of Amice-

Velu-Vishik). Teitelbaum’s Poisson integral

(1.7) f (z) =
∫

d λ̃c (ζ)

z −ζ
makes sense since the integrand, 1/(z −ζ), is locally analytic in ζ ∈P1

K . As a function

of z ∈X, f (z) is rigid analytic. The M-valued form

(1.8) ω= f (z)(u − zv)nd z
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(where we have realized M as the space of homogeneous polynomials of degree n in

the two variables u and v) lies in the last step of the filtration, is bounded, and cω is

our original c.

It is tempting to think about generalizations of the questions discussed in this

paper to higher dimensions. Let us only mention that the notions of boundedness,

either for differential forms, or for cohomology with coefficients in a rational repre-

sentation M , can be defined in precisely the same way, and the higher dimensional

residue homomorphism from k-forms to harmonic k-cochains (see [5]) carries

bounded closed M-valued k-forms to bounded M-valued harmonic k-cochains.

The paper [12] discusses an analogue of the filtration F · studied here, but an ana-

logue of the theorem mentioned above is not known to hold. Such an analogue

would probably be non-void for forms of top degree only. For lower degree forms,

and non-trivial coefficients, the notion of boundedness has to be modified.

For trivial coefficients, we expect that the bounded k-forms are nothing else but

the Iovita-Spiess forms (see [9] and [1]). This will be the case if we can show that a

bounded exact form must vanish, and it would be enough to check this last assertion

for forms of top degree. For that see [8].

1.1. Notation. Let K be a p-adic field (a finite extension ofQp ), V a two dimensional

vector space over K , and G = SL(V ). Fix a basis, and identify V with column vectors,

and G with SL2(K ) acting from the left. Let u, v be the dual basis, so that V ∨ =
K u +K v . For n ≥ 0, let M = Mn = Symmn(V ∨). Then M is the unique irreducible

rational representation of G (viewed as an algebraic group over K ) of dimension

n +1. In coordinates,

(1.9) M = K [u, v]hom.deg.=n

and the action of γ ∈G on P ∈ M is

(1.10) γP = P ◦γ−1 = P (au +bv,cu +d v)

where

(1.11) γ−1 =
(

a b

c d

)
, γ=

(
d −b

−c a

)
.

Let Cp be the completion of a fixed algebraic closure of K . The p-adic upper

half plane is the rigid analytic space X ⊂ P(V ∨) which is the complement of the

K -rational points:

(1.12) X=P(V ∨)\P(V ∨
K ).
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We do not distinguish between X (as a ringed space in a certain category) and the set

of its Cp -points. The latter is identified with the complement of K in Cp by sending

the line through tu + sv to its coordinate z =−st−1. With this convention the action

of γ on z is the usual action

(1.13) γ(z) = d z −b

−cz +a
.

We denote by A the set of K -rational lines in V with its p-adic topology. Thus

A =P(VK ). If a ∈A the “hyperplane” Ha is the point b ∈ P(V ∨
K ) given by 〈a,b〉 = 0,

and the complement of X is the union of the Ha for a ∈ A . In coordinates, if

a = (x : y)t (column vector up to homothety) then Ha is the line through −yu+xv,

so its coordinate is

(1.14) z(Ha) = x y−1

and we see that the standard (left) G action on a corresponds to the action on z,

namely z(Hγa) = γ(z(Ha)). This allows us to identify A and P(V ∨)\X as G-sets. Of

course, we could do it without introducing coordinates by observing that γ(Ha) =
Hγa . This discussion may seem superfluous, but we shall soon need to extend locally

analytic functions on A to a rigid analytic neighborhood of A in X, so it is necessary

to view A and X in the same ambient space, despite the fact that a-priori they live

in dual projective spaces. The correct generalization of this in higher dimensions

requires some care.

We let T denote the Bruhat-Tits tree of G . Then A is identified canonically with

the set of the ends of T , and for an oriented edge e we let Ae denote the subset of

ends in the direction of e. Each Ae is a disk in P(VK ) and A is the disjoint union of

Ae and Aē . Let

(1.15) O =O (X),Ω=Ω(X)

denote the Cp -algebra of rigid analytic functions on X, and the O-module of rigid

analytic differential forms. The underlined symbols represent the corresponding

sheaves in the rigid analytic topology. We let O (M) and Ω(M) stand for the same

spaces tensored (over K ) with M . These are the M-valued functions or forms. An

element γ ∈G acts on f ∈O (M) via the rule

(1.16) (γ f )(z) = (1⊗γ)( f (γ−1z)).

It acts on ω ∈Ω(M) via

(1.17) (γω)|z = (1⊗γ)(γ−1)∗(ω|γ−1z ).
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2. Differential forms and cohomology with coefficients in M

2.1. Filtration on O (M) . We follow [11], pp.95-97. Let

(2.1) O (M) = F 0 ⊃ F 1 ⊃ ·· · ⊃ F n ⊃ {0} = F n+1

where

(2.2) F k = SpanO

{
(u − zv)k un−k−l v l ; 0 ≤ l ≤ n −k

}
.

Then:

(1) The filtration is G-stable. In fact, if γ−1 is as above, f = (u − zv)k un−k−l v l

(2.3) (γ f )(z) = γ( f (γ−1z)) = (cz +d)−k (u − zv)k (au +bv)n−k−l (cu +d v)l ∈ F k .

(2) F k =O ·(u − zv)k vn−k ⊕F k+1 (as O-modules, but not as G-modules).

(3) O (M) is free over O with basis (u − zv)k vn−k (0 ≤ k ≤ n).

(4) For any m ∈Z let O (m) be the ring O with the twisted G-action

(2.4) γ · f = (cz +d)m (
f ◦γ−1) ,

where (c,d) is the bottom row of γ−1. Then f 7→ f (z)(u − zv)k vn−k mod F k+1 is an

isomorphism

(2.5) Θk : O (n −2k) ' F k /F k+1.

(5) Similarly F ·Ω=Ω⊗O F · is a G-stable filtration on Ω(M) and

(2.6) f 7→ f (z)(u − zv)k vn−k d z modΩ⊗F k+1

is an isomorphism

(2.7) Θ′
k : O (n −2k −2) 'Ω⊗F k /Ω⊗F k+1.

(6) For 1 ≤ k ≤ n, the G-homomorphism d : O (M) →Ω(M) maps F k toΩ⊗F k−1

(Griffiths transversality) and induces a commutative diagram

(2.8)

O (n −2k)
(−k)·→ O (n −2k)

↓Θk ↓Θ′
k−1

F k /F k+1 d' Ω⊗F k−1/Ω⊗F k

.

(7) There is a decomposition as a direct sum of abelian groups with G-action

(2.9) Ω(M) = d(F 1)⊕ (Ω⊗F n).

Indeed, (6) shows that

Ω(M) = d(F 1)+ (Ω ⊗F 1) = d(F 1)+ (Ω ⊗F 2) = · · · = d(F 1)+ (Ω⊗F n).
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For every 1 ≤ k ≤ n, if f ∈ F k −F k+1, then d f ∈Ω⊗F k−1 −Ω⊗F k . Since any non-

zero f ∈ F 1 falls in some F k −F k+1, d f ∉Ω⊗F k , hence clearly d f ∉Ω⊗F n and the

sum is direct.

Note that d(F 1) is not an O-submodule of Ω(M), so this decomposition is not a

splitting of the last step in the filtration of Ω(M). For example, if n = 1 the decompo-

sition is

(2.10) {αu d z}⊕{
βv d z

}= {− f vd z + f ′(u − zv)d z
}⊕{

g (u − v z)d z
}

where ( f , g ) = (−β− zα,2α+β′+ zα′) and (α,β) = (g + f ′,− f − z f ′− zg ).

(8) Let n ≥ 0. There is a commutative diagram of additive (but not O-linear)

G-homomorphisms

(2.11)
O (n)

1
n!

(
d

d z

)n+1

→ O (−n −2)

↓Θ0 ↓Θ′
n

O (M)/F 1 pr2◦d→ Ω⊗F n

,

where pr2 is the projection on the second factor in the decomposition (7).

Indeed, for 1 ≤ k ≤ n

(2.12) d ◦Θk ( f ) =
{

f ′(z)(u − zv)k vn−k −k f (z)(u − zv)k−1vn−k+1
}

d z mod dF k+1

implies

(2.13) f ′(z)(u − zv)k vn−k d z ≡ k f (z)(u − zv)k−1vn−k+1d z mod dF 1

hence, iterating,

(2.14) f (z)vnd z ≡ 1

n!
f (n)(z)(u − zv)nd z mod dF 1.

From this we get

(2.15) d(g (z)vn) ≡ 1

n!
g (n+1)(z)(u − zv)nd z mod dF 1,

or

(2.16) pr2 ◦d ◦Θ0(g ) =Θ′
n(

1

n!
g (n+1)).

Note that the fact that the top arrow is a G-homomorphism is not easy to establish

via a direct computation, since differentiation does not commute with the action of

G . It is rather a consequence of the fact that the other three arrows commute with G .

The surjectivity of the horizontal arrows has the following consequence.
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Corollary 2.1 . For n ≥ 0, let Pn(n) be the space of polynomials of degree at most n,

with G-action induced from (4). Then there is an exact sequence of G-representations

(2.17) 0 →O (n)/Pn(n)
1
n!

(
d

d z

)n+1

−→ O (−n −2) → H 1
dR (X; Mn) → 0.

Proof . De-Rham cohomology with values in M is given by

Ω(M)/dO (M) = Ω⊗F n/
(
dO (M)∩Ω⊗F n)

= Ω⊗F n/pr2 ◦d
(
O (M)/F 1)(2.18)

so we conclude by the commutative diagram of step (8), and by the fact that the

kernal of n +1-fold differentiation is Pn .

2.2. Morita duality (trivial coefficients). Locally analytic and meromorphic func-
tions. Let C an be the space of locally-analytic, Cp -valued functions on A . Since

A is compact, each ϕ ∈ C an admits a decomposition of A into a finite union of

closed disks, such that ϕ is rigid analytic on each of them. Let C = C mer be the

space of locally meromorphic Cp -valued functions on A , and R the subspace of

Cp -valued rational functions with poles in A . Note that R is a subring, but not a

field. Of course, R∩C an = Cp , the constants, and R+C an = C (the theorem on

principal parts).

Topologies. The space O (hence Ω = Od z) is a locally convex topological vec-

tor space (for nonarchimedean functional analysis consult [13]). The topology is

given by the family of norms |.|Xn
where Xn is an increasing sequence of affinoids

exhausting X. In other words,

(2.19) Ω= lim← Ω(Xn).

The space C an on the other hand is topologized as an inductive limit (union)

(2.20) C an = lim→
∏

U∈U

O (U ),

where the limit is over all the finite coverings U of A by disjoint unions of closed

disks, and for a closed disk U , O (U ) is given the usual Banach (sup norm) topology.

Pairing. We give C /R the natural topology arising from the identification

(2.21) C /R =C an/Cp .
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If T ′ is a finite subtree of T we denote by Ends(T ′) the collection of oriented

edges (u, v) such that u ∈T ′ but v ∉T ′. If ϕ ∈C and ω ∈Ω we define a pairing

(2.22)
〈
ϕ,ω

〉= lim
T ′

∑
e∈Ends(T ′)

r ese (ϕω).

The limit means that we take T ′ large enough. The sum then makes sense and is

independent of T ′.

Theorem 2.2 . (Morita duality) The above pairing induces a perfect pairing of topo-

logical vector spaces

(2.23) C /R×Ω→Cp .

In other words, this pairing identifies each of the two spaces (algebraically) as the

space of all continuous linear functionals on the other.

In fact, more is true. Since A is a compact set, C an , hence C /R, is a topological

vector space of compact type (an inductive limit of Banach spaces under inclusion

maps which are compact). It is complete and reflexive, and its strong dual

(2.24)
(
C an)′

b = lim←

( ∏
U∈U

O (U )

)′
is a Fréchet space. The above pairing identifies Ω with (C /R)′b and C /R with Ω′

b .

Theorem 2.3 . The annihilator of the exact forms dO under the above pairing is the

closed space C ∞/Cp of locally contstant functions on A modulo constants, so one

obtains a duality

(2.25) C ∞/Cp ×H 1
dR (X) →Cp .

In fact, if ϕ is locally constant we have〈
ϕ,ω

〉 = lim
T ′

∑
e∈Ends(T ′)

ϕ|Ae r ese (ω)

=
∫
A
ϕdµω.(2.26)

Here µω is the distribution defined by

(2.27) µω(Ae ) = cω(e) = r ese (ω).
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2.3. Morita duality with values in M , and the filtrations. Now let M = Mn as be-

fore. We introduce the filtration Φk =ΦkC on C (M) =C ⊗K M , as follows:

(2.28) C (M) =Φ0 ⊃Φ1 ⊃ ·· · ⊃Φn ⊃ {0} =Φn+1

where

(2.29) Φk = SpanC

{
(u −ζv)k un−k−l v l ; 0 ≤ l ≤ n −k

}
.

Then:

(1) The filtration is G-stable. In fact, if

(2.30) γ−1 =
(

a b

c d

)
and ϕ= (u −ζv)k un−k−l v l then

(2.31) (γϕ)(ζ) = γ(ϕ(γ−1ζ)) = (cζ+d)−k (u −ζv)k (au +bv)n−k−l (cu +d v)l ∈Φk .

Notice that we could not make this definition if we let C stand for C an because,

contrary to the situation with O (X), cζ+d may vanish on A .

(2) Φk =C ·(u −ζv)k vn−k ⊕Φk+1 (as C -modules, but not as G-modules).

(3) C (M) is free over C with basis (u −ζv)k vn−k (0 ≤ k ≤ n).

(4) For any m ∈Z let C (m) be the ring C with the twisted G-action

(2.32) γ ·ϕ= (cζ+d)m (
ϕ◦γ−1) ,

where (c,d) is the bottom row of γ−1. Then ϕ 7→ϕ(ζ)(u −ζv)k vn−k mod Φk+1 is an

isomorphism

(2.33) Ψk : C (n −2k) 'Φk /Φk+1.

In a completely analogous way we introduce the filtration ΦkR

(2.34) ΦkR =R∩ΦkC

and deduce that

(2.35) Φk (C /R) =ΦkC /ΦkR

is a filtration on C /R.

Morita duality with values in M .

Consider the perfect pairing

(2.36) (., .) : Mn ×Mn → K
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given by Symmn(det). Explicitly, fix an identification det of
∧2 V ∨ with K . For xi , yi ∈

V ∨ the pairing

(2.37)
(
x1 ⊗·· ·⊗xn , y1 ⊗·· ·⊗ yn

)= 1

n!

∑
σ∈Sn

n∏
i=1

det(xσ(i ) ∧ yi )

factors through the symmetric power. In particular if det(u ∧ v) = 1 then

(2.38)
(
ui vn−i ,un−i v i

)
= i !(n − i )!

n!
(−1)n−i

and
(
ui vn−i ,ui ′vn−i ′

)
= 0 if i ′ 6= n − i . Note that this pairing is symmetric for even n

and alternating for odd n.

If ϕ ∈C (M) and ω ∈Ω(M) we let
(
ϕ,ω

)
be the Cp -valued function obtained from

the above pairing of M with itself (defined in the complement of some large enough

affinoid in X), and

(2.39)
〈
ϕ,ω

〉= lim
T ′

∑
e∈Ends(T ′)

r ese (
(
ϕ,ω

)
).

The usual Morita duality implies that this is a perfect pairing between C (M)/R(M)

and Ω(M) with values in Cp . Of course,

(2.40) C (M)/R(M) 'C an(M)/Cp ⊗K M .

We now study the filtrations in this pairing.

Lemma 2.4 . Φk and Ω⊗F n+1−k are orthogonal to each other under the pairing of

C /R(M) and Ω(M).

Proof . This is a computation that reduces to the fact that for 0 ≤ d ≤ k −1

(2.41)
k∑

m=0

md

m!(k −m)!
(−1)m = 0.

To prove this well-known identity, differentiate d times the function (1− ex )k and

evaluate at x = 0.

Corollary 2.5 . The isomorphisms Θ′
n−k and Ψk induce a duality

(2.42) (C /R) (n −2k)×Ω(2k −n) →Cp

identifying each side with the strong dual of the other side. This is nothing else than

the pairing

(2.43) Φk (C /R)/Φk+1(C /R)×F n−kΩ/F n−k+1Ω→Cp

induced from the lemma (where we have written F n−kΩ for Ω⊗F n−k ).
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Corollary 2.6 . Φk (C /R) and F n+1−kΩ are exact annihilators of each other.

Another interpretation. It is often desirable to have an interpretation for C /R(m)

as we had when m = 0 :

(2.44) C /R =C an/Cp .

Note that (m ≥ 0)

(2.45) C /R =C an[m∞]/Pm

where C an[m∞] denotes the functions that are locally analytic, except near ∞ where

(2.46) or d∞ϕ+m ≥ 0,

and

(2.47) Pm =C an[m∞]∩R.

This means that at ∞ the functions are allowed to have a polynomial part of degree

at most m, and Pm is of course the polynomials of degree at most m. If m < 0, then

Pm = 0, and C an[m∞] are functions vanishing to order |m| at infinity. The point is

that these spaces are invariant under the mth twisted action of G : if ϕ is of this sort,

(2.48) (cζ+d)mϕ

(
aζ+b

cζ+d

)
is also there: you only have to check zeroes and poles at ζ=∞ and ζ=−d/c.

In particular we get, when k = 0 and n ≥ 0

(2.49) Ω(−n)
′
b ' (

C an[n∞]/Pn
)

(n)

(the twist reminding us of the action of G). This is [3], Theorem 2.2.1 (their k is our

n +2, and their O (k) is our O (−k)).

The subspace dO (M) is closed inΩ(M). We have seen that its annihilator is the

space C ∞(M)/Cp ⊗K M , which is therefore dual to H 1
dR (X; M), or to C 1

har (M). Under

projection of C /R ⊗M modulo Φ1 onto C /R(n) = (C an[n∞]/Pn) (n), the space

C ∞(M)/Cp ⊗K M gets mapped isomorphically onto

(2.50) C ∞(M)/Cp ⊗K M '
(
C pol ,n[n∞]/Pn

)
(n).

Here C pol ,n is the space of locally-polynomial-of-degree-n functions on A and the

[n∞] is there only to remind us that they are locally analytic everywhere except at ∞
where they have a pole of order n. The notation (n) refers to the G action. The map

can be computed. It sends χui vn−i for a locally constant function χ to χζi .
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The (strong) dual of the exact sequence

(2.51) 0 →O (n)/Pn(n) → F nΩ→ H 1
dR (X; M) → 0

in which the first arrow takes f to 1
n! f (n+1)(z)(u − zv)nd z, is the exact sequence

(2.52)

0 ←C an[(−n −2)∞](−n −2) ← (
C an[n∞]/Pn

)
(n) ←

(
C pol ,n[n∞]/Pn

)
(n) ← 0

where the first (backward) arrow is (−1)n

n!

(
d

dζ

)n+1
. Note that this operator kills the

principal (polynomial) part at ∞ and increases the order of the zero at infinity to

n +2.

Summary. On X we have

(2.53)

0 → O (n)/Pn(n)
1
n!

(
d

d z

)n+1

→ O (−n −2) = F nΩ → H 1
dR (X; Mn) → 0

∩ ∩ ||
0 → dO (Mn) → Ω(Mn) → C 1

har (Mn) → 0

The strong dual of this diagram is

(2.54)
C an[(−n −2)∞](−n −2) � (C an[n∞]/Pn) (n) ←- (

C pol ,n[n∞]/Pn
)

(n)

↑ ↑ mod Φ1 || mod Φ1

C an(Mn)/C ∞(Mn) � C /R(Mn) ←- C ∞(Mn)/Cp ⊗K Mn

The maps I and J ( = the Poisson kernel) in [3] are the duality isomorphisms

(Ik ) I : O (−n −2)′b ' (
C an[n∞]/Pn

)
(n)

λ 7→ I (λ)(ζ) =λ(
1

z −ζ )(2.55)

and

(t Ik = Jk ) J :
(
C an[n∞]/Pn

)
(n)′b 'O (−n −2)

µ 7→
∫
P1(K )

1

z −ζdµ(ζ).(2.56)

3. Bounded forms and bounded cohomology

3.1. Bounded differential forms. Let M be an integral structure on M (as defined

in the introduction).
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Definition 3.1 . f ∈ O (M) is M-integral if for any σ ∈ T (vertex or an open edge),

f (z) ∈ M(σ)⊗OK OCp for all z ∈Xσ = r−1(|σ|), where r : X→|T | is the reduction map.

Definition 3.2 . (i) The canonical integral structure Ω on Ω is the OCp -subsheaf of

all the sections ω such that the image of ω in the fiber at any z0 ∈ X, denoted ω|z0 ,

belongs to the OCp -span of d log(z −ζ)|z0, for all ζ ∈ K . (Note that this submodule is

independent of the coordinate z.)

(ii) Call ω ∈Ω(M) M-integral if for any σ and any z0 ∈Xσ

(3.1) ω|z0 ∈Ω|z0 ⊗OK M(σ).

(iii) As before, bounded means integral w.r.t. some integral structure.

Proposition 3.1 . The residue map ω 7→ cω maps a bounded M-valued differential

form to a bounded M-valued harmonic cochain.

(3.2) Ω(M)bnd →C 1
har (M)bnd .

Proof . Let M be an integral structure such that ω is M-integral. Fix a vertex v and let

X(v) be the preimage, under the reduction map r , of the vertex v and the q +1 edges

e0, . . . ,eq starting at v. We label them so that e0 is the unbounded edge (i.e. ∞∈Ae0 ).

Let

(3.3) ρ = di st (z,P1
K )

be the distance from any z ∈ Xv = r−1(v) to the boundary of X. Let ζi ∈ Aei and

ζ0 ∈Aē0 . Then the Mittag-Leffler decomposition of ω in X(v) is

(3.4) ω=
q∑

i=0
fei (z)d z

where for 1 ≤ i ≤ q

(3.5) fei =
∞∑
ν=1

ai ,ν(z −ζi )−ν

and

(3.6) fe0 =
∞∑
ν=0

a0,ν(z −ζ0)ν.

For z ∈Xv and 1 ≤ j ≤ q, |z −ζ j | = ρ so (z −ζ j )−1d z is a basis of the fiber Ω|z over

OCp .

Let l be any linear functional M(v) →OK . For any z ∈Xv l (ω) ∈Ω|z and therefore

(3.7)

∣∣∣∣∣ q∑
i=0

l ( fei (z))

∣∣∣∣∣≤ ρ−1.
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By the Mittag-Leffler theorem each |l ( fei (z))| ≤ ρ−1 thoughout Xv , and by the equal-

ity of the Gauss norm and the sup norm, for every 1 ≤ i ≤ q, ν≥ 1

|l (ai ,ν)| ≤ ρν−1

and in particular |l (ai ,1)| ≤ 1 for every l , so ai ,1 ∈ OCp ⊗OK M(v). But these are the

residues of ω along ei , and the residue along e0 is, up to a sign, the sum of them.

It follows that cω(ei ) ∈ M(v) ⊂ M(ei ) for every i . Since v was arbitrary, cω is M-

integral.

Theorem 3.2 . The residue homomorphism induces an isomorphism

(3.8) Ω(Mn)bnd ∩F nΩ'C 1
har (Mn)bnd .

We begin by checking the injectivity. Let

(3.9) ω= f (z)(u − zv)nd z

be a form in F nΩ. To proceed we need to introduce some notation. For every vertex

v let ρv be the diameter of the set Xv , which is also the distance from it to the

boundary of X. Let E (v) be the set of the q +1 oriented edges starting at v. If e is an

edge and Xe = r−1(|e|) is the corresponding annulus, then its complement consists

of two closed disks, and we denote by ρe the diameter of the disk which is bounded,

and ζe a K -rational point in it, chosen at random. If e ∈ E (v) then ρe = |π|ρv if e is

bounded, and ρe = ρv if e is unbounded.

Lemma 3.3 . There exist functions fe , one for each oriented edge e, with the following

properties:

(i) If e is bounded, fe is defined in the complement of
{

z| |z −ζe | ≤ ρe
}

by a conver-

gent Laurent series without constant term

(3.10) fe =
∞∑
ν=1

ae,ν(z −ζe )−ν.

If e is unbounded, fe is defined in
{

z| |z −ζe | < |π|−1ρe
}

by a convergent Taylor series

(3.11) fe =
∞∑
ν=0

ae,ν(z −ζe )ν.

(ii) If T ′ is a finite connected subtree of T and E (T ′) is the set of edges not in T ′

but adjacent to it, oriented away from T ′, then if X(T ′) = r−1(|T ′|) is the affinoid

reducing to T ′, we have the Mittag-Leffler decomposition

(3.12) f |X(T ′) =
∑

e∈E (T ′)
fe .
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(iii) For every bounded edge e

(3.13) r eseω= r ese fe (z)(u − zv)nd z.

Proof . For a given finite subtree T ′, the existence of a collection of functions as in

(i), indexed by e ∈ E (T ′), satisfying (ii), is guaranteed by the Mittag-Leffler decom-

position for the affinoid subdomain X(T ′). Let us employ temporarily the notation

fe,T ′ (e ∈ E (T ′)) for this collection, to emphasize the dependence on T ′. We claim

that the fe do not depend on T ′. It is enough to consider the case where T ′′ is

obtained from T ′ by adding a vertex u and an edge e0 = (v,u) for somed v ∈T ′. Let

e1, . . . ,eq be the edges starting at u different from ē0. Define

(3.14) fe0,T ′ =
q∑

i=1
fei ,T ′′

and fe,T ′ = fe,T ′′ for every e ∈ E (T ′)∩E (T ′′). If e0 is bounded, then so are all the

ei (1 ≤ i ≤ q), and it is readily checked that fe0,T ′ is holomorphic in the comple-

ment of the bounded disk defined by e0, and vanishes at infinity, so is given by a

Laurent series without constant term. If e0 is unbounded, then precisely one of the

ei is unbounded, and again it follows that fe0,T ′ is holomorphic in the bounded

disk defined by e0 and given by a convergent Taylor series there. Finally the fact

that f |X(T ′) =
∑

e∈E (T ′) fe,T ′ follows from the analogous decomposition for T ′′ by

restricting the domain.

To prove (iii), look at the Mittag-Leffler decomposition in X(v) where v is the

origin of e, and note that all the other fe ′ appearing in that decomposition extend

holomorphically accross
{

z||z −ζe | ≤ ρe
}

so do not contribute to the residue.

Lemma 3.4 . Let || fe ||denote the sup norm of fe in
{

z||z −ζe | ≥ |π−1|ρe
}

if e is bounded,

and in
{

z||z −ζe | ≤ ρe
}

if e is unbounded. Note that

(3.15) || fe || = || fe ||Xv

if v is the origin of e. Assume that ω is bounded and that all its residues vanish. Then

(3.16) || fe ||ρ
n+2

2
e

are bounded as e runs over the oriented edges of the tree.

Proof . The vanishing of the residues of ω is equivalent to the vanishing of the

residues along every e of zi f (z)d z for 0 ≤ i ≤ n. If e is bounded this simply means

that the Laurent series giving fe starts in degree −n −2, and has no terms in higher

degrees, or equivalently that it vanishes at infinity to order which is at least n +2.
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Let v0 be the standard vertex of T and pick an arbitrary vertex v = γ(v0). Since ω

is bounded there exists an OK -lattice M0 in M independent of v or γ such that for

w ∈Xv

(3.17) ω|w ∈Ω|w ⊗OK γ(M0).

Write w = γ(z) for z ∈Xv0 and note that Ω|w = (γ−1)∗Ω|z . It follows that

(γ−1ω)|z = (1⊗γ−1)γ∗(ω|w )

∈ Ω|z ⊗OK M0.(3.18)

Let us invoke the Mittag-Leffler decomposition of ω at v :

(3.19) ω|Xv
= ∑

e∈E (v)
fe (z)(u − zv)nd z.

Then

(3.20) γ−1ω|Xv0
= ∑

e∈E (v0)
fγe (γz)(cz +d)−n−2(u − zv)nd z

where (c,d) is the bottom row of γ. The key to the lemma is the observation that since

all the residues of zi f (z)d z for 0 ≤ i ≤ n vanish, this last sum is the Mittag Leffler

decomposition of γ−1ω at v0. Indeed, let us distinguish three types of e ∈ E (v0). If γe

and e are both bounded, then

(3.21) ge (z) = fγe (γz)(cz +d)−n−2

is holomorphic everywhere in
{

z||z −ζe | > ρe
}

, including the questionable point

−d/c, since fγe vanishes at infinity to order ≥ n+2. It also clearly vanishes at infinity

(in fact, to order ≥ n +2). If γe is bounded but e is unbounded, the same analysis

applies, noting that γ carries the bounded disk
{

z||z −ζe | ≤ ρe
}

onto the unbounded

disk
{

w ||w −ζγe | ≥ |π−1|ργe
}

. If γe is unbounded then −d/c does not belong to the

domain of definition of ge (whether bounded or not) so again ge is holomorphic

there. It follows that ge satisfy the conditions characterizing the Mittag-Leffler

decomposition of γ−1ω at v0, so by the uniqueness of the decomposition,

(3.22) γ−1ω= ∑
e∈E (v0)

ge (z)(u − zv)nd z

is the Mittag-Leffler decomposition of γ−1ω at v0.

Now we have seen above that the boundedness of ω is translated to the uniform

boundedness of all the γ−1ω (in the usual sense) on Xv0. This means that ||ge || =
||ge ||Xv0

are uniformly bounded (for every γ). However, if ζ is a point in one of
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the bounded disks in the complement of Xv0 , for which γ(ζ) also lies in one of the

bounded disks in the complement of Xv (v = γ(v0)), then

(3.23) γ(z)−γ(ζ) = z −ζ
(cz +d)(cζ+d)

and

(3.24) |cζ+d | = |c||ζ− (−d/c)| = |c||z − (−d/c)| = |cz +d |
(note that ζ and −d/c do not lie in the same disk, as the latter is mapped to ∞ by γ

and the first to a bounded disk). This computation shows that

(3.25) |cz +d |2 = ρv0 /ρv .

It follows that

(3.26) ||ge || = || fγe ||(ρv /ρv0 )
n+2

2

and the lemma follows because ρv and ργe at most differ by a factor of |π|.
Proposition 3.5 . A bounded form in F nΩ, all of whose residues vanish, is identically

0. In other words, the map

(3.27) Ω(Mn)bnd ∩F nΩ→C 1
har (Mn)bnd

is injective.

Proof . (compare [4], (3.9.5) where the same proof was applied to Γ-invariant forms

for a discrete cocompact subgroup Γ). Let ω be as in the proposition. From the last

lemma we know that there exists a constant R such that

(3.28) || fe ||
(|π−1|ρe

) n+2
2 ≤ R

for every e. Fix an affinoid K =X(T ′) for a finite connected subtree T ′ and let 0 <
δ< 1 be small enough so that if e ∈ E (T ′) is bounded, δ< ρe and if e is unbounded,

ρe < δ−1. Fix a second affinoid K ′ = X(T ′′) containing K so that its ends satisfy

the same estimates on ρe with δ replaced by |π|δ4. Let z ∈ K and consider the

Mittag-Leffler decomposition which corresponds to K ′:

(3.29) ω= ∑
e∈E (T ′′)

fe (z)(u − zv)nd z.

If e is bounded, |z −ζe | > δ since z ∈K , so∣∣ae,ν(z −ζe )−ν
∣∣ ≤ δ−ν|| fe ||(|π−1|ρe )ν ≤ δ−νR(|π−1|ρe )ν−

n+2
2(3.30)

≤ Rδ3ν−2(n+2) ≤ Rδn+2.
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In the last step we used the fact that only ν≥ n +2 count. On the other hand, if e is

the unbounded end, and ν≥ 0,

|ae,ν(z −ζe )ν| ≤ || fe || ≤ R
(|π−1|ρe

)− n+2
2(3.31)

≤ R|π|n+2δ2(n+2).

In any case, letting δ→ 0, we see that f vanishes on K . Since K was arbitrary,

ω= 0.

3.2. The theorem of Amice-Velu-Vishik. Next we deal with surjectivity.

Proposition 3.6 . Every c ∈ C 1
har (Mn)bnd is obtained as cω for an ω ∈ Ω(Mn)bnd ∩

F nΩ.

We follow the sketch of [3], 2.3.2, fill in some details, but omit verifications of

convergence which may be found at [10]and [2].

Let c ∈C 1
har (Mn)bnd and let

(3.32) λc ∈
(
C pol ,n[n∞]/Pn

)
(n)′

be the corresponding linear functional defined by

(3.33) λc (ζiχU (ε)) =
(
c(ε),ui vn−i

)
for 0 ≤ i ≤ n, ε an oriented edge of T and U (ε) the subset of P1(K ) = End s(T ) to

which ε “is pointing” (denoted Aε before). Here χU is the characteristic function of

U . Let

(3.34) g =
(
π−m −π−m a

0 πm

)
∈G = SL2(K )

so that g : D(a, |π2m |) ' D(0,1). Then in the G action on
(
C pol ,n[n∞]/Pn

)
(n)

(3.35) g−1
(
ζ jχD(0,1)

)
=πmn g (ζ) jχD(a,|π2m |)

so

λc

(
(ζ−a) jχD(a,|π2m |)

)
= λc

(
π(2 j−n)m g−1

(
ζ jχD(0,1)

))
= π(2 j−n)m g (λc )

(
ζ jχD(0,1)

)
= π(2 j−n)m

〈
c(g−1ε0), g−1(u j vn− j )

〉
(3.36)
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where ε0 is the edge corrresponding to the standard annulus such that U (ε0) =
D(0,1)∩K . Now by boundedness, and by the G-equivariance of the pairing on Mn ,

the expression in the brackets belongs to some lattice which is independent of g . We

conclude that as long as 2 j > n the whole thing tends to 0 as m →∞.

A similar computation holds in the unbounded disk: take

(3.37) g =
(

0 −π−m

πm 0

)
so that g : D(∞, |π−2m |) ' D(0,1) and

(3.38) g−1
(
ζ jχD(0,1)

)
= (−1) jπ(n−2 j )mζn− jχD(∞,|π−2m |)

and

λc

(
ζn− jχD(∞,|π−2m |)

)
= (−1) jπ(2 j−n)m

〈
c(g−1ε0), g−1(u j vn− j )

〉
(3.39)

and the same conclusion holds. Note that this time it is ζn− j for 2 j > n whose

integrals over smaller and smaller neighborhoods of ∞ tend to 0.

As a corollary of the computations above we can make the following definition.

Let ϕ ∈ (C an[n∞]/Pn) (n) and c as above. Extend λc to ϕ by taking a large subtree

T ′, finding for any ε ∈ End s(T ′) a Taylor (resp. MacLaurin) expansion of ϕ in U (ε)

centered at some ξε ∈U (ε) (resp. at ∞ if U (ε) is an unbounded disk), letting T n
ξε

(ϕ)

be the truncation of this expansion at degrees ≤ n (resp. degrees ≥ 0) and setting

(3.40) λ̃c (ϕ) = lim
T ′

∑
ε

〈
c(ε),T n

ξε
(ϕ)

〉
where you identify Pn(n) with Mn via ζi 7→ ui vn−i .

Theorem 3.7 . The limit exists and is independent of the choices involved. Further-

more if we put

(3.41) ωc =
(∫
P1(K )

d λ̃c (ζ)

z −ζ
)

(u − zv)nd z

then the Poisson integral (which is defined for every z pointwise since the integrand is

locally analytic in ζ) is a holomorphic function of z so ωc ∈ F nΩ and it represents the

functional λ̃c under Morita duality. Moreover, ωc is bounded.

For the verification, based on the growth estimates on λc derived above, see

[10], Section 11 (where the same estimates are used in the construction of p-adic L

functions), or [2], Theorem 2.5 (where it is shown that λc extends to a distribution

“of order n", and not just to locally analytic functions).
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Abstract . Here ‘arithmetic curve’ means the set of all places X of a number field K. Under the
classical analogy between number fields and function fields, Arakelov vector bundles over X
correspond to algebraic vector bundles over a smooth projective curve C. The text discusses
analogues over X of three results on such bundles over C: Riemann-Roch, the Narasimhan-Seshadri
theorem, and Faltings’ criterion for semistability.

Introduction

This text consists of the author’s talk at the conference on Symmetries in Algebra

and Number Theory in Göttingen, October 2008. It deals with the following question:

What corresponds, under the classical analogy between function fields and number

fields, to the theory of vector bundles on algebraic curves?

After recalling the analogue ‘arithmetic curve’ of an algebraic curve in section 1,

and the analogue ‘Arakelov vector bundle’ of a vector bundle on it in section 2, each

of the remaining three sections considers one important result about vector bundles

on algebraic curves and discusses arithmetic analogues.

Section 3 is about Riemann-Roch; its arithmetic analogue turns out to be much

harder, and in particular to contain the problem of lattice sphere packings.

October 2008.
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Section 4 deals with the Narasimhan-Seshadri theorem [9] about unitary struc-

tures on stable holomorphic vector bundles, or rather its corollary that tensor prod-

ucts preserve semistability (in characteristic zero). Its arithmetic analogue is an

interesting open problem posed by J.-B. Bost.

Finally, section 5 recalls Faltings’ criterion [5, 6] for semistability in terms of tensor

products, and reports on the (weaker) arithmetic analogue [8] of it.

1. Arithmetic curves

Let K be a number field. Its ring of integers OK ⊂ K is a Dedekind domain, so its

spectrum

Spec(OK ) := {p⊂OK prime ideal}

behaves like an affine algebraic curve. The elements of Spec(OK ), except for the

generic point η= (0), are called the finite places of K . The infinite places of K are the

embeddings of K into C, up to complex conjugation. Their set

X∞ := {ι : K ,→C embedding}
/
ι∼ῑ

is finite. The arithmetic curve associated to K is the disjoint union of sets

X := Spec(OK )∪X∞.

In other words, X consists of the generic point η and of all places of K . The set X \{η}

of all places of K is also in canonical bijection to the set

{v : K −→R≥0 valuation}
/
∼

of all valuations of the field K , up to equivalence of valuations. Here finite places

correspond to non-archimedean (p-adic) valuations; infinite places correspond to

archimedean valuations obtained from the absolute value on C.

One justification for calling X = Spec(OK )∪X∞ a ‘curve’ comes from the classical

analogy between number fields and function fields, which can be traced back at least

to [4]. To state it, suppose that X is now a compact Riemann surface (or a smooth

projective algebraic curve), and let C(X ) denote the field of meromorphic functions

on X . Then X is in canonical bijection to the set

{v :C(X ) −→R≥0 valuation}
/
∼

of all valuations of the field C(X ), up to equivalence of valuations. Here a point

p ∈ X corresponds to the valuation vp : C(X ) → R≥0 defined by vp ( f ) := c−ordp ( f )

for some constant c > 1, where ordp ( f ) ∈Z denotes the order of p as a zero of the
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meromorphic function f ; in particular, vp ( f ) ≤ 1 means that f is holomorphic at p.

Thus the underlying set of the Riemann surface X can be reconstructed from the

function field C(X ); applying the same construction to the number field K instead

yields the arithmetic curve X = Spec(OK )∪X∞.

One can think of X as a ‘compactification’ of the ‘affine curve’ Spec(OK ) by adding

the finite set of points X∞ ‘at infinity’. For a Riemann surface X , compactness is

equivalent to the relation

(1)
∑

p∈X
ordp ( f ) = 0 for all f ∈C(X ) \ {0}.

An analogue of (1) for X = Spec(OK )∪ X∞ an arithmetic curve is the well-known

product formula

(2)
∏

v :K→R≥0

v(a) = 1 for all a ∈ K \ {0}

where the product is taken over all suitably normalized valuations v . This formula

justifies to think of X = Spec(OK )∪X∞ as some sort of ‘compact curve’.

2. Arakelov vector bundles on arithmetic curves

Definition 1 . An Arakelov vector bundle E over the above arithmetic curve X =
Spec(OK )∪X∞ consists of:

– a locally free OK -module EOK of finite rank, and

– for each infinite place v ∈ X∞, a scalar product 〈_,_〉E ,v on the Kv -vector space

EKv := EOK ⊗Kv , where Kv
∼=R or C denotes the completion of K .

Definition 2 . Let E be an Arakelov vector bundle over the arithmetic curve X =
Spec(OK )∪X∞. The elements of the finite pointed set

Γ(X ,E) := {s ∈ EOK : 〈s, s〉v ≤ 1 for all v ∈ X∞}

are called global sections of E.

Standard constructions from linear algebra make sense for Arakelov vector bun-

dles as well. For example, one has a direct sum E ⊕E ′ and a tensor product E ⊗E ′

of Arakelov vector bundles E and E ′ over X , as well as exterior powers
∧n E and in

particular the determinant line bundle det(E) :=∧rank(E) E .

A morphism of Arakelov vector bundles φ : E → E ′ is an OK -linear map φOK :

EOK → E ′
OK

such that for each infinite place v ∈ X∞, the induced map φKv : EKv →
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E ′
Kv

satisfies 〈φKv (s),φKv (s)〉E ′,v ≤ 〈s, s〉E ,v for all s ∈ EKv . The resulting category of

Arakelov vector bundles on X is not additive.

Definition 3 . Given an Arakelov line bundle L over X = Spec(OK )∪X∞, choose 0 6=
s ∈ LOK . The degree of L is

deg(L) := log
(
#LOK /OK · s

)− ∑
v∈X∞

εv log
(〈s, s〉1/2

v

) ∈R
where εv := 1 for Kv

∼=R and εv := 2 for Kv
∼=C. Note that this degree does not depend

on the choice of s according to the product formula (2).

Given an Arakelov vector bundle E over X = Spec(OK )∪X∞, the degree of E is

deg(E) := deg(detE) ∈R.

If the rank of E is nonzero, then the slope of E is

µ(E) := deg(E)/rank(E).

3. Riemann-Roch

Roughly speaking, the Riemann-Roch problem asks for information on Γ(X ,E ) in

terms of the numerical invariants rank(E ) and deg(E ). The purpose of this section is

to discuss the following slightly more specific question:

Assume Γ(X ,E) = (0). How large can the slope µ(E) then be?

We can consider this question in different situations:

– X is an algebraic curve of genus g .

Here µ(E) ≤ g − 1 by Riemann-Roch, and an easy moduli count shows

that for any given rank, there are in fact vector bundles E of slope g −1 with

Γ(X ,E) = (0). Thus the largest possible value for µ(E) is precisely g −1.

– X = Spec(Z)∪ {∞}, the ‘easiest’ arithmetic curve (coming from K =Q).

Here an Arakelov vector bundle E over X is the same thing as a euclidean

vector space ER together with a lattice EZ ⊂ ER, and its degree is

deg(E) =− logvol(ER/EZ).

The assumption Γ(X ,E) = (0) means that the unit ball in ER contains no

nonzero lattice point, or equivalently that 2EZ ⊂ ER is a lattice sphere packing

(in the sense that the closed unit balls centered at points in 2EZ are disjoint).

Hence finding the largest possible value for µ(E) is equivalent to finding the

largest possible density of lattice sphere packings – still an open problem today.
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A good reference for such sphere packings is [3]. Here we just mention results

of Minkowski which imply the following:

The largest possible value of µ(E) is 1
2 logrank(E)+O(1).

More precisely, the famous Minkowski-Hlawka existence theorem for lattice

sphere packings provides a constant C1 such that for any given rank, there are

Arakelov vector bundles E of slope µ(E ) = 1
2 logrank(E )+C1 with Γ(X ,E ) = (0).

On the other hand, Minkowski’s theorem on lattice points in convex sets

provides a constant C2 such that Γ(X ,E) 6= (0) for any Arakelov vector bundle

E of slope µ(E) = 1
2 logrank(E)+C2.

(For rank(E) →∞, according to [3] nobody has managed to improve the

constant C1 coming from the Minkowski-Hlawka theorem, whereas several

people have improved the other constant C2.)

– X = Spec(OK )∪X∞, an arbitrary arithmetic curve.

Here adelic versions of Minkowski’s arguments show the following:

The largest possible value of µ(E) is d
2 logrank(E)+ 1

2 log∆K /Q+O(d),

where d = [K :Q] denotes the degree and ∆K /Q denotes the discriminant of

K over Q (cf. [7, Section 3.4] for details). The existence of Arakelov vector

bundles with such a slope and no nonzero global sections is also a special case

of Theorem 8 to be explained below.

4. The Narasimhan-Seshadri theorem

Let X be an algebraic or arithmetic curve.

Definition 4 . A(n Arakelov) vector bundle E over X is stable (resp. semistable) if

µ(E ′) <µ(E) (resp. ≤) holds for all nontrivial subbundles 0 6= E ′ ( E.

Theorem 5 (Narasimhan-Seshadri 1965). Let E be a holomorphic vector bundle

over a compact Riemann surface X . If E is stable of degree zero, then E comes from a

(unique) irreducible unitary representation ρ :π1(X ) → U(n).

In particular, every stable holomorphic vector bundle of degree zero has a canon-

ical (flat) metric. This formulation admits a generalization to nonzero degree, and

also to higher-dimensional X (Kobayashi-Hitchin correspondence).

Conversely, every holomorphic vector bundle E over the compact Riemann sur-

face X coming from a unitary representation ρ :π1(X ) → U(n) is semistable of degree

zero. If ρ is moreover irreducible, then E is stable.
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Corollary 6 . If E and F are semistable holomorphic vector bundles over a compact

Riemann surface X , then E ⊗F is again semistable.

The corresponding statement for an algebraic curve X over a field of characteristic

p > 0 is known to be false. In 1997, J.-B. Bost asked whether the corresponding

statement holds for an arithmetic curve X . Today (in October 2008), this question is

still open, but there are recent partial results:

– Over X = Spec(Z)∪ {∞}, de Shalit and Parzanchevski [10] proved that E ⊗F is

semistable if E and F are semistable with rank(E)+ rank(F ) ≤ 5.

– In the general case X = Spec(OK )∪X∞, Bost and Künnemann [1] proved an

upper bound for the slope of subbundles of E ⊗F , for semistable E and F . This

bound has subsequently been improved by Chen [2].

5. Faltings’ criterion for semistability

Let E and F be vector bundles over an algebraic curve of genus g . If E ⊗F satisfies

Γ(X ,E ⊗F ) = (0) and has the largest possible slope µ(E ⊗F ) = g −1, then it is easy to

see that E and F are automatically semistable. Indeed, for every nontrivial subbundle

0 6= E ′ ( E we have Γ(X ,E ′ ⊗F ) = (0) and hence µ(E ′ ⊗F ) ≤ g −1, which implies

µ(E ′) ≤µ(E). Here is a converse:

Theorem 7 (Faltings 1993). Let E be a semistable vector bundles over an algebraic

curve X of genus g . Then there exists another vector bundle F over X withΓ(X ,E⊗F ) =
(0) and µ(E ⊗F ) = g −1.

As long as we don’t even know the maximal slope of Arakelov vector bundles

without global sections, we cannot expect an equally precise analogue of this for

arithmetic curves X . However, there is some weaker statement in that direction:

Theorem 8 . Let E be a semistable Arakelov vector bundle over the arithmetic curve

X = Spec(OK )∪X∞. Then there exists another Arakelov vector bundle F over X with

Γ(X ,E ⊗F ) = (0) and

µ(E ⊗F ) = d

2
logrank(F )+ 1

2
log∆K /Q− 1+ log2π

2
d .

This theorem is proved in [7] and in [8]. In the special case where E is trivial

of rank one, it states the existence of Arakelov vector bundles with a certain slope

and no nonzero global sections, as mentioned above. In particular, it contains as a
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special case some form of the Minkowski-Hlawka theorem. The strategy of the proof

is the same as in this special case; we give an outline below.

Sketch of the proof . Fix n À 0 and an Arakelov line bundle L over X with

(3) µ(E)+deg(L) = d

2
log(n)+ 1

2
log∆K /Q− 1+ log2π

2
d .

We consider all Arakelov vector bundles F over X of rank n and determinant L. These

can be parameterized by the coset space SLn(A)/SLn(K ), whereA denotes the ring

of adeles. The idea is to show that the ‘average’ number of sections

(4)
∫

SLn (A)/SLn (K )

#Γ(X ,E ⊗F )dτ(F )

is less than two. Here τ is the Tamagawa measure on SLn(A)/SLn(K ), which is the

unique SLn(A)-invariant probability measure on this homogeneous space.

The main tool for computing the integral (4) is an adelic version of Siegel’s mean

value formula. It states, for every l ≤ n and every nonnegative measurable function

f on the space Matn×l (A) of n × l adele matrices, that

(5)
∫

SLn (A)/SLn (K )

∑
M∈Matn×l (K )

rank(M)=l

f (g ·M)dτ(g ) =
∫

Matn×l (A)

f dτ

where τ again denotes Tamagawa measures. The formula (5) follows form the theory

of these measures, as presented in Weil’s book [11].

Let B N
R
⊂RN be the unit ball for the standard scalar product. Its volume is

(6) V (N ) := vol(B N
R ⊂RN ) = πN /2

(N /2)!
.

Similarly, let B N
C
⊂CN be the unit ball for the standard (hermitian) scalar product.

For finite places v ∈ X , put B N
Kv

:=O N
v ⊂ K N

v . Let the adelic unit ball B N
A
⊂AN be the

product, over all places v ∈ X , of these local unit balls B N
Kv

⊂ K N
v . Due to the standard

normalizations, its Tamagawa measure is

(7) τ(B N
A ) =∆−N /2

K /Q ·V (N )r1 · (2N V (2N )
)r2

where r1 and r2 are the number of real and complex places in X∞.

For every global section s ∈ Γ(X ,E ⊗F ), there is a unique minimal subbundle

E ′ ⊆ E with s ∈ Γ(X ,E ′⊗F ). Then l := rank(E ′) ≤ rank(F ) = n, and if we choose bases

of the K -vector spaces Eη and Fη, then sη ∈ Eη⊗Fη is given by an n × l matrix of

full rank l . For fixed l and E ′, the average number of such sections s can thus be
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computed using the formula (5), taking the function f to be 1 on B nl
A

⊂Anl and 0

elsewhere. The result is

exp
(
l deg(L)+n deg(E ′)

) ·τ(B nl
A )

where the factor exp
(
l deg(L)+n deg(E ′)

)
comes from the fact that we work with

Arakelov vector bundles E ′⊗F whose determinant is fixed, but not trivial; l deg(L)+
n deg(E ′) is just the common degree of all these bundles E ′⊗F .

Summing over all l and all E ′, we get that the integral (4) equals

(8) 1+
rank(E)∑

l=1

∑
E ′⊆E

rank(E ′)=l

exp
(
l deg(L)+n deg(E ′)

) ·τ(B nl
A )

where the summand 1 comes from l = 0, i. e. from the trivial section s = 0.

For fixed l and n À 0, the inner sum is dominated by the summands with deg(E ′)
maximal; we can estimate them using µ(E ′) ≤µ(E ), since we have assumed that E is

semistable. More precisely, one can show that there is a constant CE such that for all

n À 0 and all l , we have∑
E ′⊆E

rank(E ′)=l

exp
(
l deg(L)+n deg(E ′)

)≤CE ·exp
(
nl (µ(E)+deg(L))

)
.

Using this estimate, the assumption (3) on the common slope µ(E)+deg(L) of the

bundles E ⊗ F , the formula (7) for the Tamagawa measure τ(B nl
A

), and Stirling’s

formula for the factorials in (6), the average number (8) of global sections of Γ(X ,E ⊗
F ) turns out to be less than 1+1 for n À 0. Hence there is an Arakelov vector bundle

F of rank n and determinant L with Γ(X ,E ⊗F ) = (0).
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Abstract . The Fourier transform of the characteristic function of a convex polytope is given by a
localization formula due to Brion [2]. On the other hand, an argument by McMullen-Schneider
expresses the mixed volume of d polytopes in a d-dimensional space in terms of volumes of
parallelotopes formed by d-tuples of edges, one from each polytope [4]. When we specialize these
formulas we get two seemingly different expressions for the volume of a polytope. We propose a
non-commutative conjectural generalization of this identity. In the case of a root zonotope, such
an identity is known and used in the study of the spectral side of Arthur’s trace formula [3].

1. Preliminaries

Let V be a real vector space of dimension d and V ∗ its dual space. By a cone in V ∗

we will always mean a closed polyhedral cone σ with apex 0 such that σ∩−σ= {0}.

Let Σ be a fan in V ∗, i.e., a collection of cones such that

1. if σ ∈Σ then any face of σ belongs to Σ,

2. if σ1,σ2 ∈Σ then σ1 ∩σ2 is a face in both.
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We will assume that Σ is complete, that is ∪Σ=V ∗. The elements of Σ are called faces.

We denote by Σ(i ) the set of i -dimensional faces of Σ. In particular, Σ(d), Σ(d −1)

and Σ(1) are the sets of chambers, walls and rays of Σ respectively. Two chambers are

adjacent if they intersect in a wall. Any wall is contained in exactly two chambers

(which are adjacent). We will write σ
τ←→ σ̃ if σ and σ̃ are adjacent with common wall

τ=σ∩σ̃. If we want to distinguishσwe will writeσ
τ−→ σ̃ and speak of a directed wall

ω emerging from σ. We denote by ω̃ the opposite directed wall σ̃
τ−→σ. Henceforth,

we will assume thatΣ is simplicial, that is, each cone inΣ is simplicial. Equivalently,

any chamber σ has precisely d directed walls emerging from it.

For any cone σ we denote by V (σ) its linear span and by σ⊥ its annihilator in V .

A d-tuple (τ1, . . . ,τd ) of walls is called transversal if
∑d

i=1τ
⊥
i =V , i.e. if ∩d

i=1V (τi ) = 0.

A basic example of a simplicial fan is the normal fan ΣP of a simple convex

polytope P in V , whose affine hull is V . It is given by ΣP = {τ(F ) : F ∈F (P )} where

F (P ) denotes the lattice of faces of P and

τ(F ) = {λ ∈V ∗ :λ|P attains its maximum on F }.

Note that τ : F (P ) →ΣP is an inclusion reversing bijection and dimF +dimτ(F ) = d .

(We recall that not every fan is the normal fan of a polytope.)

Given σ ∈ Σ we say that v ∈ V is positive with respect to σ if 〈λ, v〉 > 0 for any

λ ∈ relintσ. Given a directed wallω :σ
τ−→ σ̃, a directed normal forω, or anω-directed

normal, is an element of τ⊥ which is positive with respect to σ. Such a vector is

uniquely determined up to multiplication by a positive scalar. If v is a directed

normal for ω then −v is a directed normal for the opposite wall ω̃

2. Piecewise polynomial functions

Let S = Sym(V ) be the ring of polynomial functions on V ∗. For any face σ ∈Σwe

denote by Iσ the ideal of S generated by the subspace σ⊥ of V .

A piecewise polynomial with respect to Σ is a function on V ∗ whose restriction

to any chamber (hence, to any face) is a polynomial. We denote by A = AΣ the

graded algebra of piecewise polynomials with respect to Σ. It is known that A is a

free S-module, and is generated as an algebra by its degree 1 elements (the piecewise

linear functionals). Moreover, the dimension of A1 is the number of rays in Σ.

We can view an element of A as a collection Xσ of elements of S, one for each

chamber σ, such that Xσ1 −Xσ2 ∈ Iσ1∩σ2 for any two chambers σ1,σ2. (It is enough
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to check this condition for σ1,σ2 adjacent.) For any directed wall ω :σ
τ−→ σ̃ we write

Xω = Xσ−Xσ̃ ∈ Iτ.

More generally if M is an S-module we define MΣ := M ⊗S AΣ to be the AΣ-

module of Σ-piecewise elements of M . If M is flat over S then an element of MΣ can

be described as a collection mσ ∈ M , σ ∈ Σ(d) such that mσ1 −mσ2 ∈ Iσ1∩σ2 M for

any chambers σ1,σ2.

Suppose that P is a polytope in V whose normal fan is Σ. Then the vertices of P

are indexed by the chambers of Σ and give rise to a piecewise linear form LP on V ∗

with respect to Σ. We say that LP is the piecewise linear form defined by P . These

piecewise linear forms are characterized by the property that Xω is positive with

respect to σ for any directed wall ω :σ
τ−→ σ̃.

Fix 0 6=β=βΣ ∈ (∧d V )∗.

Letσ be a chamber and letωi :σ
τi−→σi , i = 1, . . . ,d be the directed walls emerging

from σ. Set

θσ = v1 . . . vd

|β(v1 ∧·· ·∧ vd )| ∈ S

where vi is a directed normal of ωi . As the notation suggests, θσ depends only on σ

and not on the choice of the vi ’s or the order of the ωi ’s.

It is well-known (e.g. [2]) that we have an S-linear map δΣ : AΣ→ S defined by

(Xσ)σ∈Σ(d) 7→
∑

σ∈Σ(d)

Xσ

θσ
.

Extending scalars, we get for any S-module M an S-linear map

δ= δΣ;M : MΣ→ M .

3. The setup

Let C[[V ]] denote the algebra of formal power series in V , i.e. the completion of S

at the origin, which is also the dual space of the vector space C[V ] of polynomials

on V . We denote by [·, ·] :C[V ]×C[[V ]] →C the pairing and by A 7→ A(0) = [1, A] the

evaluation map C[[V ]] →C.

For any vector space U we set U [[V ]] =C[[V ]]⊗U . We write [·, ·] :C[V ]×U [[V ]] →
U for the bilinear pairing. Given a bilinear map ◦ : U1 ×U2 →U3 we will continue

to denote by ◦ the C[[V ]]-bilinear map ◦ : U1[[V ]]×U2[[V ] →U3[[V ]] obtained by

extending the scalars.

Henceforth, whenever V ′ is a subspace of V we will identify C[[V ′]] with a subal-

gebra of C[[V ]].
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Definition 3.1 . An intertwining family with respect to Σ consists of the following

data

1. For each chamber σ, a finite-dimensional vector space Wσ,

2. For any pair of chambers σ1,σ2 ∈Σ(d), an element

Aσ2|σ1 ∈ Hom(Wσ1 ,Wσ2 )[[(σ1 ∩σ2)⊥]],

with the following properties

1. Aσ|σ = idWσ⊗1 for all chambers σ,

2. For any triple of chambers σ1,σ2,σ3 we have

Aσ3|σ1 = Aσ3|σ2 ◦ Aσ2|σ1

(an equality in Hom(Wσ1 ,Wσ3 )[[V ]]) where ◦ denotes composition.

Note that the data is determined by Aσ2|σ1 where σ1,σ2 are adjacent. Given a

directed wall ω :σ
τ−→ σ̃ we write Aω = Aσ̃|σ ∈ End(Wσ,Wt i ldeσ)[[τ⊥]].

We fix a chamber σ0 and consider for any chamber σ the element

mσ := Aσ0|σ(0)Aσ|σ0 of M = End(Wσ0 )[[V ]]. It is easy to see that this defines a Σ-

piecewise element of M . Let Dσ0 A := δΣ;M ((mσ)σ∈Σ(d)) ∈ M . Observe that Dσ̃0 A =
Aσ̃0|σ0 (0)◦Dσ0 A ◦ Aσ0|σ̃0 for any other chamber σ̃0 in Σ.

Let ω :σ
τ−→ σ̃ be a directed wall. For any f ∈C[τ⊥] we set

f σ0
ω (A) = Aσ0|σ(0)◦ Aω(0)−1 ◦ [ f , Aω]◦ Aσ|σ0 (0) ∈ End(Wσ0 ).

Note that if v∗ ∈ (τ⊥)∗ ⊆C[τ⊥] then

(v∗)σ0
ω̃ (A) = (−v∗)σ0

ω (A).

Also,

f σ̃0
ω (A) = Aσ̃0|σ0 (0)◦ f σ0

ω (A)◦ Aσ0|σ̃0 (0)

for any chamber σ̃0.

Let τ1, . . . ,τd be walls. For each i = 1, . . . ,d choose a directed wall ωi : σi
τi−→ σ̃i

and a directed normal vi for ωi . Let v∗
i ∈ (τ⊥i )∗ ⊆C[τ⊥i ] be such that

〈
v∗

i , vi
〉= 1. We

set

∂
σ0
τ1,...,τd

A = |β(v1 ∧·· ·∧ vd )| (v∗
1 )σ0
ω1

(A)◦ · · · ◦ (v∗
d )σ0
ωd

(A).

Note that this expression depends only on (τ1, . . . ,τd ) and not on the choice of the

ωi ’s or the vi ’s. Also note that

∂
σ̃0
τ1,...,τd

A = Aσ̃0|σ0 (0)◦∂σ0
τ1,...,τd

A ◦ Aσ0|σ̃0 (0)

for any chamber σ̃0.
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4. The conjectural formula

Let A be an intertwining family with respect to Σ.

Conjecture 4.1 . For any choice of ~λ = (λ1, . . . ,λd ) ∈ (V ∗)d in general position with

respect to Σwe have

[Dσ0 A](0) = (−1)d

d !

∑
(τ1,...,τd )∈X~λ

∂
σ0
τ1,...,τd

A

where X~λ
is the set of d-tuples (τ1, . . . ,τd ) of transversal walls such that the translates

λi +τi , i = 1, . . . ,d intersect (necessarily in a point).

The conjecture is trivially true for d = 1. It can be also proved for d = 2 by direct

computation. A special case of the conjecture for Coxeter fans (corresponding to

root hyperplane arrangements) was established in [3]. It played a role in the analysis

of the spectral side of Arthur’s trace formula.

5. Remarks

Suppose that P is a polytope in V and Σ is its normal fan in V ∗. Let Lσ, σ ∈Σ(d)

denote the vertices of P . We can form the intertwining family with Wσ = C for

all chambers and Aσ2|σ1 = eLσ2−Lσ1 . Then Dσ0 A is the Fourier transform of the

translate of P by σ0 ([2]). Thus, conjecture 4.1 reduces in this case to an argument

by McMullen-Schneider ([5], p. 200-1) expressing vol(P ) as 1/d ! times the sum of

the volume of the parallelotope formed by the vectors ~e1, . . . , ~ed as (e1, . . . ,ed ) range

over the d-tuples of edges of P for which there exists µ ∈V ∗ such that max(µ+λi )|P
is attained on ei , i = 1, . . . ,d . (Here, ~ei ∈V denotes the vector corresponding to ei .)

In fact, the argument in [loc. cit.] applies more generally for mixed volumes.

Next, we comment about the dependence on ~λ. Given a fan Σ in U and a a

linear surjective map p : U →U ′ the quotient fan on U ′ is defined as the common

refinement of p(σ), σ ∈Σ (cf. [4], [1]). In the case where U =V ∗ and Σ is the normal

fan of a polytope P in V , the quotient fan is the normal fan of the fiber polytope of P ,

in the sense of Billera-Sturmfels, with respect to the projection V → V /(Ker p)⊥ =
(Ker p)∗ ([4, Proposition 2.3]).

In particular, consider V ∗ embedded diagonally in (V ∗)d and let p : (V ∗)d →
(V ∗)d /V ∗ be the canonical projection. Let Σd =Σ×·· ·×Σ︸ ︷︷ ︸

d times

(a fan in (V ∗)d ), and let

Σ be the quotient fan in (V ∗)d /V ∗. The precise condition on ~λ to be in general
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position with respect to Σ is that it lies outside the walls of Σ, i.e. it lies in the interior

of a chamber of Σ. Moreover, the set X~λ
depends only on the chamber to which~λ

belongs.
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Abstract . In tropical geometry, algebraic varieties are replaced by certain degenerations called
tropical varieties. Tropical varieties are piece-wise linear objects that can be studied using com-
binatorics and linear algebra methods. We can use tropical geometry to prove theorems about
algebraic geometry by means of these new methods. To reach this aim, we have to understand the
connection between algebraic geometry and tropical geometry. In this talk, we want to understand
the tropical analogue of the j -invariant of a smooth elliptic curve.

1. The algebraic setting

A smooth elliptic curve can be embedded into P2 as a cubic:

f = a0 +a1x +a2 y +a3x2 +a4x y +a5 y2 +a6x3 +a7x2 y +a8x y2 +a9 y3.

Define the Newtonpolygon of a polynomial to be the convex hull of exponent vectors.

For our polynomial f above this is:

October 2008.
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The j -invariant is an invariant of the complex structure of the elliptic curve. Two el-

liptic curves are isomorphic if and only if their j -invariants coincide. The j -invariant

can be computed as a rational function in the coefficients of the polynomial f :

j ( f ) = A(ai )

∆(ai )
, A,∆ ∈Q[a0, . . . , a9].

Note that the two polynomials A and ∆ are very big, they have between a thousand

and two thousand terms.

2. The tropical setting

First we want to show in what sense tropical curves arise as degenerations of

algebraic curves. Let K be the field of Puiseux-series K = {α(t) = a1t q1 + a2t q2 +
. . .} where ai ∈ C and q1 < q2 < . . . ∈ Q share a common denominator. There is a

valuation: val : K ∗ →R :α(t ) 7→ q1. For V ⊂ (K ∗)2 define

Val(V ) := {(−val x,−val y), (x, y) ∈V } ⊂R2,

the Tropicalization of V . Next we shall see why tropical curves are piece-wise linear.

For f = ∑
ai j xi y j ∈ K [x, y] and w ∈ R2 define inw ( f ) to be the terms ai j xi y j of f

for which −val(ai j )+ i w1 + j w2 is maximal. Define

Trop( f ) : = {w ∈R2, inw ( f ) is not a monomial}

= {w ∈R2,max{−val(ai j )+ i w1 + j w2}

is attained at least twice}.

Theorem 1 (Kapranov). Val(V ( f )) = Trop( f ).

Tropical curves are combinatorial objects, because they are dual to a subdivision

of the Newton polygon, in the sense that vertices of the tropical curve correspond

to polygons in the subdivision and edges correspond to orthogonal edges. The

following picture shows some tropical curves and their dual Newton subdivision.
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2

An elliptic tropical curve has a cycle if and only if the interior lattice point of the

Newton polygon is a vertex in the dual Newton subdivision.

3. The result

We proved the following theorem ([2]):

Theorem 2 . Given an elliptic cubic curve C =V ( f ) over K satisfying some genericity

condition and such that Trop( f ) has a cycle, then

−val( j (C )) = cycle length of Trop( f ).

It is an immediate corollary that if val( j (C )) > 0 the tropical curve cannot have

a cycle. This is similar to bad reduction of semistable elliptic curves over discrete

valuation rings. There is work in progress to study the connection between tropical

curves and semistable elliptic curves over discrete valuation rings.

There are some older results that gave evidence already that the cycle length is

an analogue of the j -invariant. In [4], it is shown that the isomorphism class of a

tropical elliptic curve is determined by its cycle length. In [3], numbers of elliptic

curves with fixed j -invariant and satisfying incidence conditions are proved to be

equal to numbers of tropical curves with fixed cycle length and satisfying incidence

conditions.

Here are some ideas of the proof of Theorem 2. Let us consider −val( j ) first. Since

j can be expressed as the rational function A
∆ , we have −val( j ) = val(∆)−val(A). As-

sume ∆=∑
u bu au0

0 . . . au9
9 ,bu ∈Q and a0 = c0t w0 + . . . , . . . , a9 = c9t w9 + . . .. Assume

further in−w (∆) is a monomial, say in−w (∆) = bv av0
0 . . . av9

9 . Then val(∆(a0, . . . , a9)) =
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w0v0 + . . .+w9v9, since

∆(a0, . . . , a9) = bv (c0t w0 + . . .)v0 · . . . · (c9t w9 + . . .)v9 + . . .

= bv cv0
0 . . .cv9

9 t w0v0+...+w9v9 + . . . ,

where the dots represent higher order terms in t . Recall that

in−w (∆) = terms where −val(bu)−w0u0 − . . .−w9u9 is maximal

= terms where w0u0 + . . .+w9u9 is minimal.

Thus knowing the initial form in−w (∆) (and also in−w (A)) helps us to determine
−val(∆), −val(A) and hence −val( j ). In particular, we can see that −val( j ) is a piece-
wise linear function in the wi , under the genericity assumption that the initial forms
are monomials. To go on, we can compute the Newton polygon of ∆ and A using
POLYMAKE ([1]). The dual fan of this polytope is the Gröbner fan, which groups all
w to one cone for which in−w (∆) coincides. The cones satisfy inequalities in the wi ,
and those inequalities give us information about the dual Newton subdivision of
the tropical curve Trop( f (a0, . . . , a9)), which is the tropical curve corresponding to
max{w0, w1x, . . . , w9+3y}. We can observe that there is only one cone of the Gröbner
fan of A such that the corresponding tropical curves have a cycle. So if we assume
that the tropical curves have a cycle, then we know already that w has to be in this
cone, and we thus know in−w (A) and hence val(A(a)). The Gröbner fan of ∆ on
the other hand has 79 cones that correspond to tropical curves which have a cycle.
Again, in each cone, the inequalities imposed on the wi are enough to determine
important parts of the dual Newton subdivision, which suffice to express the cycle
length of those tropical curves as a linear function in the wi . To show the desired
equality, it is hence enough to compare the two linear functions −val( j ) and cycle
length for each of those 79 cones. That can be done with a computer, but also, we
can use symmetries in the dual Newton subdivisions and thus show it only for a
smaller number of cases by hand.
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Abstract . In this paper we use Baker theory for proving some special cases of Leopoldt’s conjecture.
Thus we show that if the conjecture is true for some fieldK, then it is true for solvable extensions
thereof. Also, if it holds for arbitrary extensions with simple groups, then it holds for any number
field. The proofs are essentially based on the talk given at the SANT Conference.

He will always carry on

Some things are lost, some things are found,
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Some things are changed, some still the same.(1)
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1. Introduction

LetK/Q be a finite galois extension and p be a rational prime. It was conjected

by Leopoldt in [4] that the p - adic regulator ofK does not vanish. Some equivalent

statements are explained below. The conjecture was proved for abelian extensions

in 1967 by Brumer [2], using a local version of Baker’s linear forms in logarithms: the

result is known as the Baker-Brumer theorem. A theorem proved by Ax in [1] allows

to relate the Leopoldt conjecture for abelian extensions to transcendency theory.

In his paper, Ax mentions that he could expect his method to work also for non -

abelian extensions. This was attempted by Emsalem and Kissilewski, who obtained

in [3] results for some particular, non abelian extensions.

The main result of this paper is

Theorem 1 . Let L/K be a finite solvable extension of number fields and p a rational

prime. If Leopoldt’s conjecture holds forK then it holds for L.

This implies in particular the Leopoldt conjecture for absolute solvable extensions.

We state from [2] the central theorem on p - adic forms in logarithms, which we shall

use here:

Theorem 2 ( Baker and Brumer ). Let Qp be an algebraic closure ofQp and U⊂Qp

be the units. Let α1,α2, . . . ,αn be elements of Uwhich are algebraic over Q and whose

p - adic logarithms exist and are independent over Q. These logarithms are then

independent overQ′, the algebraic closure ofQ inQp .

2. Baker theory and Leopoldt’s conjecture

LetK/Q be an arbitrary galois field with group G , let p be a rational prime and

P = {℘⊂O (K) : (p) ⊂℘} be the set of conjugate prime ideals above p inK.

We shall prove in this section two important consequences of the Theorem 2, one

for absolute and one for relative galois extensions.

The algebraKp =K⊗QQp is the product of all completions ofK at the places in

the set P :

Kp = ∏
℘∈P

K℘.

The global field K is dense in K℘ in the product topology and G acts on this com-

pletion faithfully, so for any x ∈ Kp , x = limn xn , xn ∈ K and for all g ∈ G we have
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g (x) = limn g (xn). The units U ⊂ Kp are products of the units in U℘ ⊂ K℘ and E

embeds diagonally to E ⊂U . The conjecture of Leopoldt says that

Zp − rank(E) =Z− rank(E).

Let δ ∈ E be a Minkowski unit with δ≡ 1 mod p2. Then the p - adic logarithms of

δg exist in all completionsK℘ and for all g ∈G . If A ⊂Kp is a multiplicative group,

we write the action of G exponentially, so ag = g (a). If G is not commutative and

g ,h ∈G we have

ag h = (
ag )h = h ◦ g (a),(1)

and the definition of a contravariant multiplication G ×G → G with g ·h = h ◦ g

makes A into a right Zp [G] - module, and likewise for Z[G] - modules. In particular,

U ,E are Zp [G] - modules and Minkowski units generate submodules of maximal Zp

- rank: sinceK is dense inKp , it follows that Zp − rank(E) =Zp − rank(δZp [G]). With

this structure we also define

δ> = {x ∈Z[G] : δx = 1}, δ>p = {x ∈Zp [G] : δx = 1},

the Z - and Zp - annihilators of δ. Then Leopoldt’s conjecture is also equivalent to

δ>p = δ>⊗ZZp .(2)

In the context of this conjecture we are interested in ranks and not in torsion of

modules over rings. It is thus a useful simplification to tensor these modules with

fields, so we introduce the following

Definition 1 . Let G be a finite group and A,B a Z, respectively a Zp - module, which

are torsion free. Let a ∈ A,b ∈ B. We denote

Â = A⊗ZQ, â = a ⊗1,

B̃ = B ⊗Zp Qp , b̃ = a ⊗1,

Note thatZ−rank(A) =Q−rank(Â) andZp −rank(B) =Qp −rank(B̃). We shall simply

write rank(X ) for the rank of a module when the ring of definition is clear (being one

of Z,Zp orQ,Qp .)

For instance, Ẽ = E ⊗Zp Qp . The definition of Ê is not important for absolute

extensions, but relevant in relative extensions L/K, when NL/K(E(L)) ( E(K).

We start with the case of an absolute extension K/Q, as introduced above. Let

r = r1 + r2 − 1 = Z− rank(E) and H = {g1, g2, . . . , gr } ⊂ G \ {1} be a maximal set of
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automorphisms, such that δgi are Z - independent. In particular, there is a Z - linear

map e :Z[G] →Z[H ] such that

δσ = δe(σ)(3)

for each σ ∈G . The map is the identity on H and extends to G due to the Minkowski

property, which implies that δZ[H ] = δZ[G].

We have the following consequence of Theorem 2

Lemma 1 . Let the notations be like above and Z′ = Q′ ∩Zp be the integers in the

algebraic closureQ′ ⊂Qp ofQ. Then

δ>p ∩Z′[G] = δ>.

In particular, if δ>p =αZp [G] with α ∈Z′[G], then Leopoldt’s conjecture holds forK.

Proof . Let ℘ ∈ P be fixed and δτ = ι℘(δτ); then δτ ∈ Z′. Since {δτ : τ ∈ H } are Z -

independent, {δτ : τ ∈ H } are a fortiori Z - independent. Indeed, if t ∈ Z[H ] was a

linear dependence for δτ, such that ι℘(δt ) = 1, then d = δt ∈ E verifies ι℘(d) = 1. But

in the diagonal embedding of E , a projection is 1 if and only if the unit itself is 1, thus

d = 1: a contradiction of the independence of δτ,τ ∈ H .

Let θ0 ∈ δ>p ∩Z′[G]; in view of (3), θ = e(θ0) ∈ δ>p ∩Z′[H ] is also an annihilator. Let

θ =∑
τ∈H cττ, cτ ∈Z′. We show that Theorem 2 implies θ = 0, so θ0 ∈ e−1(0) ⊂Z[G]

for all θ0 ∈ δ>p ∩Z′[G], which is the claim.

We have ι℘(δθ) =∏
τ∈H δ

cτ
τ = 1 ∈K℘, and taking the p - adic logarithm we find the

vanishing linear form in logarithms∑
τ∈H

cτ logp (δτ) = 0.

Since cτ,δτ ∈ Z′ and {δτ : τ ∈ H } are Z - independent, the Theorem of Baker and

Brumer implies that θ = 0.

If δ>p = θZp [G] and θ ∈ Z′[G], then the proof above shows that θ ∈ Z[G], which

implies (2) and confirms Leopoldt’s conjecture.

We now treat the case of relative galois extensions:

Lemma 2 . Let L/K be a relative galois extension of number fields with abelian group

G, let N =∑
σ∈G σ and let δ ∈ E(L) be a unit such that

δ>L/K := {x ∈Z[G] : δx ∈K} = NZ[G].

Then

δ>p,L/K := {x ∈Zp [G] : δx ∈K} = NZp [G].
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Proof . Since G is a abelian, the extension L/K arises from a succession of cyclic

extensions of prime degree, so it suffices to assume this case. Let G = 〈σ〉 with

|G| = [L :K] = q , for a prime q which is not necessarily different from p. The group

Qp [G] decomposes asQp [G] = e1Qp [G]⊕ (1−e1)Qp [G], where e1 is the idempotent
N
q . Suppose thus that δ>p,L/K = (ae1 +beχ)Qp [G], where eχ is a (non trivial) sum of

central idempotents for the augmentation part Qp [IL/K] and a,b ∈ {0,1}. We shall

show that a = 1 and b = 0.

From the definition of δ̃>p,L/K we have

δ̃ae1+be2 = N (δ̃) · δ̃be2 ∈ Ẽ(K).

Since N (δ̃) ∈ Ẽ(K) we also have d := δ̃be2 ∈ Ẽ(K). The group G is cyclic and e2 is in

the augmentation, so e2N = 0. Taking the norm in the definition of d and using the

fact that dσ = d and thus N (d) = d q , we find that

δ̃be2N = d q = δ̃be2q = 1.

But e2q ∈ Zp [G] and thus δbe2q = 1 and we may apply the Theorem 2 like in the

previous proof, concluding that e2 = 0, since by hypothesis there is no rational

dependence for δ in the augmentation.

This lemma suggests a relative version of Leopoldt’s conjecture, which may hold

in the abelian case.

Conjecture 1 ( Leopoldt for relative extensions ). Let L/K be a galois extension. If

Leopoldt’s conjecture holds forK then it holds for L.

We prove the following special case:

Theorem 3 . Let L/K/Q be a tower of real number fields, such that L/Q andK/Q are

galois with groups G ,G ′ and L/K is abelian with group H. If Leopoldt’s conjecture

holds forK then it holds for L.

Proof . LetM/L be the maximal product of Zp - extensions that intersects L∞ in Ln ,

n ≥ 0 and ∆= Gal(M/L) be the galois group, a Zp [G] - module. We shall relate anni-

hilators of some generators ν ∈∆ in order to derive annihilators of global Minkowski

units. For this we use class field theory and some of the results of [5]. In order to

apply Baker theory, we need to start with a global Minkowski unit δ, which is thus

algebraic over Q. There is a local Minkowski unit ξ such that ξα = δ, where α is an

idempotent that generates ξ> = {x ∈Zp [G] : ξx ∈ E }.
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Let ν=ϕ(ξ) ∈∆, a generator of the group. By Proposition 2 of [5], ν̃> is also gener-

ated by α. We use tensoring with Qp to circumvent finite indices. The hypothesis

that Leopoldt’s conjecture holds forK implies that ∆N = {1}, where N =∑
σ∈H σ. In

particular ν̃τN = 1 for all τ ∈ G . Since H is abelian, there is a central idempotent

eτ ∈Qp [H ] which generates ν̃>. Likewise, for a ∈Z[G] we define ea ∈Qp [H ] to be

the central idempotent generating (ν̃a)>. There is a finite number of irreducible

idempotents inQp [H ] – this comes from the fact that H is abelian. We construct a

µ ∈ ν(Z[H ])× which has the annihilating idempotent eµ =∑
τ eτ. Let

Xτ = {ψ ∈Qp [G] : eψ ·eτ = eψ}

X = ∪τ∈G Xτ, and in general

Xa = {ψ ∈Qp [G] : eψ ·ea = eψ}, ∀a ∈Q[G].}

be lists of all irreducible idempotents which occur in eτ respectively in at least one

of the eτ. Since eτ is itself an idempotent, eτ = ∑
ψ∈Xτ

eψ. Let µ0 = ν; if X1 6= X ,

let τ ∈ G such that Xτ 6⊂ X1. We construct a µ1 = ν1+cτ with c ∈ Z and such that

Xµ1 = X1 ∪Xτ. We need to ascertain that the multiplication does not cancel some

idempotents e ∈ X1∩Xτ. Let c1 6= c2 ∈Z; if e ·(ν̃1+c j τ)> = 0 for k = 1,2, then e is not in

the annihilator of ν̃(1+c2τ)−(1+c1τ) = ν̃(c2−c1)τ. But to this automorhism corresponds

Xτ and we chose e ∈ X1 ∩ Xτ. Therefore, at the exception of at most finitely many

values of c, X1+cτ = X1 ∪Xτ. By iterating the process, we see that for all but finitely

many a ∈Z[G] we have Xa =∪τ∈G Xτ. In particular, we may choose a ∈ (Z[G])× with

the given property, so µ= νa also generates∆. But then ea annihilates ντ for all τ ∈G

and thus it annihilates ∆. It need however not generate the annihilator µ̃> ⊂Qp [G].

Suppose that ea is central in Qp [G] – such as for instance the norm NL/K; then

we renormalize finding that e ′a = ea/|G ′| is a central idempotent of Qp [G]. Since it

annihilates ∆, we have e ′a ∈ ∆̃>, which has also a central generator. But then the

minimality of ea shows that (e ′a) = ∆̃>. Taking the inverse Artin map, let

ξ′ =φ−1(µ) =φ−1(νa) = ξa .

Since (ea) is the annihilator ideal of µ̃, applying the inverse of the Arting map ϕ−1 :

∆ → U , we see that it also is the annihilator of ξa in E , so ξaea = δ′ is a global

Minkowski unit. But aea = ea a since ea is central; a ∈Z[G]∗ being a unit we find that

ξea ∈ E is also a Minkowski unit and we may assume that α= ea . Let b = |H |−ea ∈
Z′[G]; if ea 6= |H |, then b 6= 0 and δb = 1. We have an annihilator of δ in Z′[G] and the

Lemma 1 shows that it must be the absolute norm NL/Q, thus ea = 1 andM= L. This

shows that Leopoldt’s conjecture holds for L.
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We still have to show that ea must be central. Let eψ ∈Qp [H ] be an irreducible

idempotent. The group H ⊂ G is a normal divisor, so for τ ∈ G/H a set of coset

representatives – or lifts of G ′ to G – there is a unique irreducible idempotent ψ(τ)

such that τeψ = eψ(τ) ·τ. Let Eψ = ∑
τ∈C eψ(τ) be the orbit of ψ under C . Obviously

Eψ is central in Qp [G]. We claim that if ψ ∈ X then ψ(τ) ∈ X for all τ ∈ C . Indeed,

assuming without restriction of generality that ψ ∈ X1, then one verifies that

ψ(τ) ∈ Xτ−1 and since X =∪τ∈C Xτ, the claim follows. This shows that ea =∑
ψ∈X eψ

is central inQp [G] and completes the proof.

3. The solvable case and beyond

The above result can be applied to solvable extensions:

Proposition 1 . LetK/k be a solvable extension. Then there is an L⊇K such that:

1. There is a chain of extensions k ⊂K0 ⊂K1 ⊂ . . . ⊂Km = Lwith L 6⊂Km−1.

2. Let M = lcm(exp(Ki+1/Ki )). Then the M−th root of unity ζM ∈K0.

3. The extensions Ki /k are galois with groups Gi and Ki /Ki−1 is abelian with

group Hi , which is a Z[Gi−1] - module, for all i > 0.

Proof . LetK/k be solvable. Let n = [K : k] andK0 = k[ζn] contain the n−th roots of

unity. ThenK0/k is abelian with group G0. Let now x1 ∈K0 be such that x1/n
1 ∈K\K0

– note that x1 can in general be a power inK0, such that the radical has fixed order n.

We declare

K1 =
∏
τ∈G0

K0[xτ/n
1 ].

Then K1/k is galois with group G1 and K1/K0 is abelian with group H1. Also, H1

is by construction a cyclic Z[G0] - module of fixed exponent. Furthermore, since

x1/n
1 6∈K0 we have the inductive decrease of degrees

[K :K1] < [K :K0].

The procedure can be repeated inductively, taking at each step an xi ∈Ki such that

x1/n
i ∈K\Ki and buildingKi+1. Since the extensionK/k is constructed by radicals,

the procedure eventually stops withK⊂Km . This completes the proof.

As a consequence we have:

Theorem 4 . Let K/k be a finite solvable extension of number fields. If Leopoldt’s

conjecture holds for k, then it holds forK. In particular, the conjecture holds uncondi-

tionally for real solvable extensions of fields in which p is totally split.
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Proof . Since K/k is solvable, it can be embedded in a galois extension L/k which

arises as described in Proposition 1. Since we assumed that Leopoldt’s conjecture

holds for k, the Theorem 3 implies successively, that it holds forKi for i = 0,1, . . . ,m.

Thus it holds for Lwhich is a galois extension ofK and the reduction theorem from

[5] shows that it also holds forK. We have shown that the conjecture holds for totally

real fields in which p is totally split. If k is such an extension and K/k is real and

solvable, then it follows that the conjecture holds forK. The result is unconditional.

In particular, the conjecture holds for solvable extensions ofQ.

The next result reduces the Leopoldt conjecture to the simple case (which is not

simple at all).

Theorem 5 . Suppose that p is a prime and Leopoldt’s conjecture for p holds for all

simple extensions ofQ. Then it holds for p.

Proof . We use induction. LetK/Q be a galois extension with group G which is not

simple. If there is only one prime above p, then K is solvable and we have seen

that the conjecture holds unconditionally for K. We assume by induction that it

holds for all galois extensions in which p splits in at most g −1 distinct primes, so

let D(℘) ⊂G be the decomposition group of some prime above p: this is a solvable

group. We let C = D(℘)\G be a set of coset representatives, assume that |C | = g

and use induction on the size F := e f = |D(℘)|. If F = 1, then p is totally split,

and the result follows from the Theorem 2 in [5]. Suppose thus that the claim

holds for all k < F . Since G is not simple, there is a subfieldK′ ⊂K which is galois

over Q. Thus [K′ :Q] = e(K′) · f (K′) · g (K′) < [K :Q], with the obvious meaning for

e(K′), f (K′), g (K′), so either g (K′) < g or e(K′) · F (K′) < F . The claim follows by

induction.
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1. Introduction

LetK/Q be a finite galois extension with group G . Dirichlet’s unit theorem states

that, up to torsion made up by the roots of unity W (K) ⊂K×, the units E = O (K)×

are a free Z - module of Z - rank r1 + r2 −1. As usual, r1 and r2 are the numbers of

real, resp. pairs of complex conjugate embeddingsK ,→C. Let p be a rational prime.

We consider the set P = {p⊂O (K) : (p) ⊂ p} of distinct prime ideals above p and let

Kp = ∏
℘∈P

K℘ =K⊗QQp

be the product of all completions of K at primes above p. Let ι : K ,→ Kp be the

diagonal embedding. We write ι℘(x) for the projection of ι(x) in the completion at

℘ ∈ P . If y ∈Kp , then ι℘(y) is simply the component of y inK℘.

If U ⊂K×
p are the units, thus the product of local units at the same completions,

then E embeds diagonally via ι : E ,→U . Furthermore one can use ι for inducing a

galois structure onKp (see §2.1).

Let E = ι(E) ⊂U be the closure of ι(E); this is a Zp - module with Zp − rank(E) ≤
Z− rank(E) = r1 + r2 −1. The difference

D(K) = (Z− rank(E))− (Zp − rank(E))

is called the Leopoldt defect. The defect is positive if relations between the units arise

in the local closure, which are not present in the global case. Equivalently, if the p -

adic regulator ofK vanishes.

It was conjected by Leopoldt that D = 0 for all number fields. The conjecture

of Leopoldt was proved in 1967 for abelian extensions by Brumer [3], using a local

version of Baker’s linear forms in logarithms. It is still open for arbitrary non abelian

extensions.

It is easy to show that if K′/Q is an extension such that Leopoldt’s conjecture

holds for some galois extension K/Q which contains K′, then it holds for K′. See

for instance [5], the final remark on p. 108. We may thus concentrate on galois

extensions ofQ.

1.1. Connection to Iwasawa theory. We shall take here an approach using class

field and Iwasawa theory. Let B/Q be the Zp - cyclotomic extension ofQ; we assume

thatK∩B=Q and letK∞ =B ·K, the Zp - cyclotomic extension ofK. The intermedi-

ate fields will be denoted by Bn ,Kn , respectively. As usual, we let τ be a topological

generator of Γ= Gal(K∞/K) and T = τ−1, Λ=Zp [[T ]].
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For all n ≥ 0 we let Γ′m = Gal(Km/K), An the p - Sylow subgroups ofKn and A the

projective limit, a Λ - module. Then A′
T = {a ∈ A : aT = 1}, a Λ - submodule. If K is

totally real, an important conjecture of Greenberg states that A is finite. In particular,

A′
T must be finite. Our first result is

Theorem 1 . LetK be a totally real extension of Q. Then A′
T is finite.

The proof uses galois and Kummer theory together with class field theory. We

relate this result to Leopoldt’s conjecture by consideringM/K, the product of all Zp -

extensions ofK, with ∆= Gal(M/K). If p is totally split inK, then it was observed by

Greenberg that M/K∞ is an unramified product of Zp - extension. This leads to a

contradiction with Theorem 1 and the first result of the paper, which is:

Theorem 2 . LetK/Q be a totally real galois extension in which the rational prime p

is completely split. Then Leopoldt’s conjecture is true forK.

The main result proves the conjecture for arbitrary fields, using reflection and the

Artin symbol. It is based on a direct investigation of phantom fields which arise as a

consequence of D(K) > 0 and have, like inexisting objects tend to, very intriguing

properties. The general case of the conjecture can be proved by showing that the L -

phantom Zp - extensions, related to the Leopoldt defect, cannot exist. The paper

covers a variety of correlated ideas; while one alone leads to a final proof, we found

it important to keep the overview of the various approaches attempted.

1.2. Some notations and conventions. Throughout the paper, p is a rational prime,

K = Q[α] is a finite galois extension of degree n and r = r1 + r2 −1 is the Z - rank

of the global units E = E(K) = O (K) and P = {p ⊂ O (K) : (p) ⊂ p} are the primes of

K above p. The galois group is G = Gal(K/Q). The field K may be more special in

certain sections, and this is stated in the respective part of the text. We let K/Qp be a

finite extension which is isomorphic to the completions ofK at places above p.

The cyclotomic Zp - extension ofK is a tower (Kn)n∈N = (K ·Bn)n∈N with injective

limit K∞. We let Hn ,Mn be the maximal p - abelian unramified, respectively p -

ramified extensions ofKn and Xn = Gal(Hn/Kn),Yn = Gal(Mn/Hn). From class field

theory, one has ([6], Chapter 5, Theorem 5.1):

Yn
∼= p - part of U (Kn)/E(Kn).(1)

It is known that there is a Minkowski unit δ ∈ E ([8], lemma 5.27), i.e. a unit such

that

Z− rank
(
δZ[G])= r.
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In the context of Leopoldt’s conjecture we are interested in ranks and not in

torsion of modules over rings. It it thus a useful simplification to tensor these

modules with fields, so we introduce the following:

Definition 1 . Let G be a finite group and A,B a Z, respectively a Zp - module, which

are torsion free. Let a ∈ A,b ∈ B. We denote

Â = A⊗ZQ, â = a ⊗1,

B̃ = B ⊗Zp Qp , b̃ = a ⊗1,

We note that Z− rank(A) =Q− rank(Â) and Zp − rank(B) =Qp − rank(B̃). We shall

simply write rank(X ) for the rank of a module when the ring of definition is clear

(being one of Z,Zp orQ,Qp .)

2. Local theory

In this section we review the galois structure of the idèles that are trivial at all

primes, except the ones above p and the ramifiedZp - extensions of a finite extension

ofQp .

2.1. Galois structure of some idèle-groups.

Theorem 3 . Let K = Q[α], p,P and Kp be like above, suppose that f ∈ Z[X ] is a

minimal polynomial of α and ι :Q ,→Qp is the natural embedding. Then

Kp =Qp [X ]/(ι( f ))

is a galois algebra with group G = Gal(K/Q) and the embedding ι extends to an

embeddingK ,→Kp which commutes with the galois action. The image ι(K) ⊂Kp is

dense in the product topology.

Proof . Let e, f , g denote as usual, the ramification index, the degree of the residual

fields and the splitting index of the primes above p. The polynomial ι( f (X )) is

separable overQp and splits in g polynomials of degree e f . ThusKp =Qp [X ]/(ι( f ))

is the product of g isomorphic local, unramified extensions of degree e f . Each

completionK℘
∼= K is a ramified extension of degree e of the unramified extension

K0/Qp of degree f .

It follows from the Chinese Remainder Theorem that ι :Q ,→Qp extends to an em-

bedding ι :K ,→Qp [X ]/(ι( f )) and that the image ofK is dense inKp . By continuity,

the galois action of G extends toKp and commutes with the embedding.
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Indeed for any t ∈Kp there is a h ∈ Qp [X ] such that t = h(ι(α)). Let hn ∈ Q[X ]

approximate h, so limn→∞ ι(hn) = h; setting tn = hn(α) ∈ K we also have ι(tn) =
ι(hn(α)) → h(ι(α)) = t . For any σ ∈ H we define σ(t ) = h(ι(σ(α))). This action is well

defined and commutes with the embedding, since for t ∈Kwe have

ι(σ(t )) = ι(h(σ(α))) = h(ι(σ(α))) =σ(ι(t )).

The group under consideration is thus the multiplicative subgroup of idèles

which are trivial at all places above rational primes different from p. By the Chinese

Remainder Theorem we identify u ∈U with (ι℘(u))℘∈P .

2.2. Algebra in the group ring, units and their presentation. We shall use multi-

plicative notation so all actions are from the right. If A ⊂Qp [G] is some module, then

there is an idempotent α ∈Qp [G] such that A = (α) =αQp [G]. This follows from the

proof of Maschke’s Theorem [1], p. 116. The annihilator ideal of A is (1−α)Qp [G] and

conversely, A is the annihilator of (1−α): thus (α)·(1−α) = (1−α)α: this is a rephras-

ing of Maschke’s theorem which makes explicite use of idempotents: (1−α)Qp [G] is

a complement of A.

If X is a ring and R ⊂Qp [G] is an ideal such that X is an R - module, for x ∈ X we

shall write x> = {a ∈ R : xa = 1} for its annihilator module. We shall work when pos-

sible withQp [G] - modules, which are endowed with a vector space structure. Note

that elements a ∈Qp [G] act both from the left and from the right, thus generating

left and right ideals; these ideals always have at least one generating idempotent.

Elements a ∈ R ⊂Qp [G], can be regarded as linear maps of theQp - vector space R

and as such we have

rank(a) = dim(aR) = dimR − rank(1−a).(2)

We show now that there are local Minkowski units and describe their relation

with global ones. Serre proves in [7], §1.4, Proposition 3, in the case whenK/Qp is

a local field, that the group U (1)(K) contains a cyclic Zp [G] module of finite index,

which is thus isomorphic to Zp [G]. Using this result one easily constructs units of

finite index in U . Let ℘ ∈ P be fixed and υ ∈K℘ be a local Minkowski unit, according

to Serre. Then we define ξ= ξ(υ) ∈U by:

ιτ℘(ξ) =
{
υ for τ= 1,

1 for τ ∈G ,τ 6= 1.
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Let D℘ be the decomposition group of ℘ and C = D℘\G coset representatives.

Then C acts on ξ and for σ ∈C , the unit ξσ verifies:

ιτ℘(ξ) =
{
υ for τ=σ,

1 for τ ∈G ,τ 6=σ.

We denote units u ∈ U such that
[
U : uZp [G]

] < ∞ by local Minkowski units. The

previous construction shows that such units exist and they generate a module which

is isomorphic to Zp [G]. We define:

U ′ = {u ∈U (1) : NKp /Qp (u) = 1}(3)

with U (1)/U ′ = U (1)(Zp ) ∼= Zp . Therefore Ũ ′ ∼= (1− N /|G|)Qp [G], a subalgebra of

Qp [G]. For anyKwe have E(K) ⊂U ′, so U (1)(Zp ) is mapped invectively in ∆ by the

Artin map. By choosing δ ∈ E a global Minkowski unit, one may find a local one

ξ ∈U ′ such that

ξ̃α = δ̃, with α2 =α ∈Qp [G].(4)

We shall say the triple (ξ,δ,α) ∈U ′×E ×Qp [G] is a presentation of E . IfK/Q is a real

extension, we have

(Ũ ′)> = Ê>⊗QQp ,(5)

a canonic construction for a submodule which is isomorphic to Ẽ iff Leopoldt’s

conjecture is true forK+.

3. Auxiliary fields

We assume in this section thatK/Q is galois and contains the p−th roots of unity,

so µpn ⊂Kn . The next lemma gives a canonic construction of a maximal extension

K⊂M0 ⊂Mwhich intersectsK∞ in a finite extension ofK:

Lemma 1 . LetK/Q be galois with group G andM/K the product of all Zp extensions

of K, containing K∞, the cyclotomic extension. There is a canonic subfield M0 ⊂M
withM∩K∞ =Ki for some i ≥ 0 and Gal(M/M0) is a G - invariant group, isomorphic

to Zp .

Proof . Let Γ′ =ϕ(
U (1)(Zp )

)⊂∆, with U (1)(Zp ) = (1+p)Zp . Since U (1)(Zp )∩E = {1},

the group Γ′ is isomorphic to Zp and G - invariant as a Zp [G] - module. Therefore

it acts by restriction onK∞/K as Zp - subgroup of Γ, which implies the claim. It is
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an interesting question to establish the cases when i > 0, but we do not need the

answer here.

Definition 2 . Let the Zp - torsion A◦ ⊂ A. We define, for ∗ the Iwasawa involution

(see 4.1):

F = ϕ(A◦ ·T A) ⊂ Gal(H∞/K∞),

F∗ = ϕ(A◦ ·T ∗A) ⊂ Gal(H∞/K∞),

with ϕ the Artin symbol and H∞ the maximal unramified p - abelian extension of

K∞. With this we let

1.

HT ∗ =HF∗
∞ , HT =HF

∞
and let AT ∗ , AT ⊂ A be some subsets with

ϕ(AT ∗ ) ∼= Gal(HT ∗/H∞), ϕ(AT ) ∼= Gal(HT /H∞).

The fieldHT ∗ is the L - phantom field and will also be denoted by Φ.

2. The unit extension of K∞ is

ME =
∞⋃

n=1
Kn

[
E 1/pn

n

]
,

where E are the units of Kn . In Lang’s notation ([6], Chapter 6) we can also

writeME =K∞[E 1/p∞
].

3. For X ∈ {AT , AT ∗ }, the extensions

ME

[
X 1/p∞]

=
∞⋃

n=1
ME [X 1/pn

n ],

with X = limn Xn ⊂ An . The finite extensionsME [X 1/pn

n ], depend in fact on the

classes in Xn and can be built as follows: let Qn ∈ xn ∈ Xn be an ideal of order

pm and pN = max(pm , pn), qn =QpN
. Then the extensionME ,n[q1/pn

n ] depends

by construction only on the class xn .

By definition, the sets AT , AT ∗ are representatives of some factor groups which

are free Zp - modules. Therefore, no information about torsion can be expected

from the properties of the fieldsHT ∗ ,HT . Since we are only interested in Zp - ranks,

the particular choice of these sets, will have no impact on the results.

We shall use the following fundamental fact from Kummer theory:
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Fact 1 . Let L=∪∞
n=1Ln with Ln/Kn Kummer extensions of exponent dividing pn and

Kn+1 ⊃Kn . If L/K∞ is p - ramified, then there are Kummer radicals Bn ∈K×
n such

that

1. Ln =Kn[B 1/pn

n ].

2. For each bn ∈ Bn there is an ideal B⊂O (Kn) and an ideal p which is divisible

only by primes above p such that (b) = p ·Bpn
. In particular, bn may be a unit.

3. If L⊂M, then bT ∗
n ∈ (K×

m)pm
.

Proof . Point 1 is a consequence of Ln being Kummer extensions. Since Ln is p -

ramified, we deduce point 2. Finally, if L ⊂M, it is by definition abelian over K.

Therefore, if α ∈ Gal(Lm/Km) is a generator, then αT = 1 and Kummer pairing yields

〈a,αT 〉 = 〈aT ∗
,α〉 = 1,

which confirms point 3, the Kummer pairing being non - degenerate.

Most of the rest of this paper concerns the fieldsME [A1/p∞
T ] andME [A1/p∞

T ∗ ]. In

the CM case, the first extension is connected to the proof of Theorem 1. For the

second extension, we show that it is non trivial exactly when D(K) > 0.

3.1. An observation of Greenberg and proof of Theorem 2. In his seminal paper

[4], at the end of §2, Greenberg remarks the following phenomenon (we adapt the

notation to the one used above): If K is an arbitrary number field in which p splits

completely, then ... we observe that by local class field theory, everyZp - extension ofQp

is contained in the composite of two of them, the cyclotomic one and the unramified

one. It follows easily thatM/K∞ is an unramified extension ofK∞.

The remark implies that M ⊂ H∞ and Gal(M/K∞) is fixed by T . If follows that

M=HT in the notation of Definition 2. The Theorem 1 implies thatHT =K∞ ifK is

real and this proves Theorem 2.

4. Proof of Theorem 1

Let K be a galois extension and K∞/K be the cyclotomic Zp - extension, A the

projective limit of the p - parts An of the class groups ofKn and τ be a topological

generator of Γ= Gal(K∞/K). Let Hn ,Mn be the maximal p - abelian extensions of

Kn which are unramified, resp. p - ramified, thusMn =M(Kn) in the notation of the

introduction. IfK is CM, then complex conjugation acts naturally on galois groups

and induces plus and minus parts of An ,Hn ,Mn .
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The first result we prove is independent of the action of complex conjugation

on K: it indicates that if Leopoldt’s conjecture is true for K, then M ⊂ME . More

precisely, we show:

Theorem 4 .

Zp − rank(Gal((M∩ME )/H∞)) = r2.(6)

WhenK is a CM field, by class field theory ([6], Chapter 5, Theorem 5.1) and since

E− is finite, being equal to the group of roots of unity, it follows that

pro-p part(Gal(M−/H−)) = pro-p part(U−) .(7)

Thus (6) specializes to

M− ⊂M−
E .(8)

In both cases, Leopoldt’s conjecture is equivalent to

M⊂ME .(9)

4.1. Proof of Theorem 4. Let ζ ∈ C be a primitive p−th root of unity. We show

that it suffices to prove (6) in the case when ζ ∈ K. Indeed, if K/Q is any galois

field with group G , thenK[ζ] is a finite galois extension. SinceM andME are both

galois overQ, so is their intersection. For a field k, let I (k) =M(k)∩ME (k) and D(k) =
Gal(I (k)/k). The extension I (K[ζ])/K is galois and we let D0 = {x ∈ Gal(K[ζ]/K) : cx ∈(
[K[ζ] :K)]−NK[ζ]/K

) ·Gal(K[ζ]/K),c ∈Zp } be a radical analog to the one defined in

Lemma 1 and J(K) = I (K[ζ])D0 . Then J(K) ⊂ I (K) by construction and comparing

Zp - ranks, one finds that if (6) holds for I (K[ζ]) it holds for J (K).

We assume thus from now on that K is galois with group G and it contains the

q−th but not the qp−th roots of unity, for q = pn ,n ≥ 1. In particular, r1 = 0,r2 =
[K :Q]/2. We need some care with the numeration of the intermediate extensions of

K∞ and shall simply writeK0 =K1 = . . . =Kn 6=Kn+1, soKn+1 =K[ζ1/p
q ]. We denote

like usual by τ a topological generator ofK∞/K and T = τ−1,Λ=Zp [[T ]], , which

is a local ring with maximal ideal M = (p,T ). Note that τ fixes K, so it is the n−th

power of a topological generator for the extensionK∞/K−1, withK−1 the subfield of

K fixed by Gal(Q[ζq ]/Q[ζp ]).

Let the cyclotomic character act on Λ by κ(τ) = (q + 1)τ so that the Iwasawa

involution becomes:

T = τ−1 7→ T ∗ = q −T

T +1
.
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The map ∗ : Λ→ Λ is an automorphism ([6], p. 150). For m = n + l , l ≥ 0, we let

Γm = Gal(Km/K); the polynomial ωm = (T +1)p l −1 ∈M pm
annihilatesK×

m and

Zp [Γ′m] =Λ/(ωm).

We denote this ring by Λm =Zp [Γ′m] and identify T with its image in Γm . Let Nm =
ωm/T ; then p l ∈ (ωm ,ω∗

m) and it follows that

N∗
m ·T ∗ ≡ 0 mod p l .(10)

We prove the existence of systems of units which generateME ∩M.

Lemma 2 . Let m = l +n > 0 and Em = E
N∗

m
m . Then

Fm =Km

[
E 1/pm

]
is an abelian extension ofK and Gal(Fm/Km) has p - rank r2 and exponent em ≥ p l/2.

The inclusion Fm ⊂ Fm+1 holds for all m > n and

F=∪l>0Fn+l

is an abelian extension ofK∞ with galois group of Zp - rank r2.

Proof . Let Gm = Gal(Km/Q) and k = |G|. An element α ∈ Z[Gm] acting on Em has

the following development in the group ring:

α=
k−1∑
i=0

Ai (T ∗) ·τi , τi ∈ Gal(K0/Q),

where Ai ∈ Z[X ] have degree deg(Ai ) < pm and α0 = ∑k−1
i=0 Ai (0)τi . We show that

p - rank(Em) = r2. If δ0 ∈ E is a Minkowski unit of the ground field, H ⊂G \ {1} is a

maximal subset such that δZ[H ]
0 is a free Z - module of rank r2 −1. Let D0 = {δσm :σ ∈

H ∪ {1}}, which is a system of relative units for Em/E ; the identity automorphism

accounts for N−1
Km /K(1) ⊂ Em . The system has Z - rank r2 and we write D = {d N∗

m : d ∈
〈D0〉Z} for the Z - module spanned by the d N∗

m ,d ∈ D0. Thus rank(Em) ≥ r2. On the

other hand, 〈D0〉Z[G] = δZ[G]
m has by construction finite index in Em , so rank(Em) ≤ r2,

which confirms the claim. Explicitly, Fm will be generated by the radical of D in Em .

We now show that the exponents of Fm are diverging. For this we use the following

observation of B. Anglés [2], Lemma 2.1, (2): let l ′ = [l /2], then

ωm(T ) = T Nm ∈
(
p l ′ ,T p l ′+1

)
.(11)

We may thus choose a,b ∈Λm with a ∈Λ×
m such that

N∗
m = ap l ′ +bN∗

l ′+1.
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If e ∈ Em \E p
m , such as for instance δτm ,τ ∈ Gal(K/Q), we see thatKm[eN∗

m /pm
]/Fn+l ′+1

is an extension of degree at least l ′, so the exponents of Fm diverge. The units δσm ,σ ∈
H have Fp independent images in Em/E p

m , thus they span a vector space of rank r2.

It follows from (11), that the system {δσN∗
m ,σ ∈ H } ⊂ Em generates a module of full p

- rank r2 in the quotient Em/E l ′+1
m , since a,b only depend of the norm, but not on

the units. This leads to the conclusion that not only the exponents of Gal(Fm/Km)

diverge, but the extension is the product of r2 linearly disjoint extensions of degree at

least l ′. The extension Fm/K is abelian since N∗
m ·T ∗ ≡ 0 mod p l and since N∗

m |N∗
m+1

while Em ⊂ Em+1, it follows that Fm ⊂ Fm+1. The injective limit exists and is a product

of r2 independent abelian Zp - extensions ofK.

The lemma implies Theorem 4:

Corollary 1 .

Z− rank
(
ME ,m ∩M)= r2, for all m > 0.

In particular (6) holds for arbitrary galois extensionsK/Q, relation (8) for CM exten-

sions, and Theorem 4 is true.

Proof . We have shown that p − rank(Gal(Fm/Km)) = r2 and Fm ⊂ME ,m is the maxi-

mal subfield which is abelian overK. The claim follows.

4.2. On to Theorem 1. In this section K is a CM field containing the p−th root of

unity, but not the p2−th andHT , AT are like in Definition 2, with respect toK+; in

particular the classes in AT are real. Note that AT is defined modulo torsion and is

not canonic, the methods of this proof have no impact on the torsion part.

Let a = (an) ∈ AT ; thenΛa =Zp a and Nakayama’s lemma implies ord(an) = pn+k

for n ≥ n0 and some k ∈ Z which depends on a but not on n. The fields Tn(a) =
ME ,n[a1/pn

n ] and T =∪n>n0 Tn(a) are defined like in the previous section. We shall

distinguish the cases when T is unramified and when it contains a totally ramified

Zp - subextension. In both cases we show that T ⊂ME , thus reaching a contradiction

with the fact that ord(a) =∞. Let

T=ME [A1/p∞
T ] = ∏

a∈AT

T(a).(12)

Our proof will relay on the following

Lemma 3 . Notations being like above, AT is infinite if and only if T/ME is infinite.
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Proof . Suppose that AT is infinite and let pm = max(exp(A◦),Gal(T/ME )◦), where

X ◦ is the Z - torsion of the module X . Let a ∈ AT , n > m and Qn ∈ an ,qn be like

above. Then Ln :=Kn[q1/pn
] is a p - abelian p - ramified extension of degree pn . If

T/ME is finite, Ln ⊂ME and there is a unit e ∈ En such that Ln =Kn[e1/pn
] and by

Kummer theory, q= ec ·xpn
with (c, p) = 1 and x ∈Kn . But then Qpn+k = (q) = (x)pn

and
(
Qpk

/(x)
)pn

= (1). It follows that an has bounded order, in contradiction with

the assumption. Thus T/ME is infinite.

If T/ME is infinite, by definition of T it follows that AT cannot be finite. This

completes the proof.

The Proposition 1 readily implies:

Lemma 4 . Notations being like above and with ∆= Gal(M+/K+∞), there is an isomor-

phism κ of Zp [G] - modules

κ :∆→ A•
T ∗(13)

and ϕ(AT ) ⊂∆.

Proof . The relation (13) was proved in Proposition 1 and the inclusion ϕ(AT ) ⊂∆

follows from the fact that ϕ(AT ) = Gal(H+
T /K+∞) and we have shown that H+

T ⊂M+.

Here ϕ is the Artin symbol A → Gal(H∞/K∞).

The next result is

Lemma 5 . Let T=ME [A1/p∞
T ]. Then T1 = Gal(T∩H∞/K∞) is finite.

Proof . By reflection, there is a subgroup A′ ⊂ A− such that ϕ(A−) ∼= T1. If T1 is

infinite, then A′ ⊂ AT ∗ is infinite; but we have shown in the proof of the Proposition

1 thatHT ∗ ⊂ME , soT∩H∞ ⊂ME , thus T1 is finite by the same argument used in the

proof of Lemma 3.

Finally we show

Lemma 6 . Notations being like in Lemma 5, Gal(T/ME ) is finite.

Proof . By Lemma 5, ifT/ME is infinite, then it is ramified, so T⊂M−. Here we apply

Theorem 4: sinceM− ⊂ME it follows a fortiori that T⊂ME .

The Theorem 1 now follows:

Proof . By Lemma 3, if AT is infinite, then T/ME is infinite. However we have shown

in the last three lemmata that T/ME is finite, and thus so must be AT .
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Remark 1 . The proofs above show in fact that AT = {1}. This comes from the def-

inition of AT which is not a subgroup of A but a system of representants for A/A◦.

Therefore our proof has no information about the torsion part of A/(AT ).

In presence of capitulation, thus for b ∈ B of finite order, it is known that

K∞[b1/pn

n ] ⊂ME for all n > 0 (e.g. [6], proof of Theorem 2.3, Chapter 6). The proof

above shows that this cannot be the case if the order of b is not finite.

Greenberg mentions in [4] that Leopoldt’s conjecture implies Theorem 1. We

have shown here that they are in fact equivalent for totally real extensions in which

p is totally split. The question whether the equivalence holds for arbitrary fields

could not be solved in this paper. Therefore we give below a different approach for

the general case. This involves a direct investigation of the L - phantom fields and

yields a proof of Leopoldt’s conjecture.

5. The Phantom Field

LetK/Q be a galois extension containing the p−th roots of unity and assume that

D(K) > 0. We let (ξ0,δ,α) be a fixed presentation of E .

The following propositions explain the relation between the L - phantom field Φ

and the Leopoldt defect and lay the ground for the proof of the conjecture.

Proposition 1 . There is a canonic field Φ∗ =K∞[A1/p∞
T ∗ ] with

M=ME ·Φ∗

and such that

∆h = Gal(Φ∗/K∞) ∼= Gal
(
ME [A1/p∞

T ∗ ]/ME

)
and ∆h is a free Zp - module of Zp - rank D(K). Also, ∆h is cyclic as a Zp [G] - module

and ∆h ,→∆. In particular ∆h is trivial if and only if Leopoldt’s conjecture is true.

Proof . This follows by Kummer duality. LetM0 be defined by Lemma 1 and Bm ⊂K×
m

be the Kummer radicals which generate the maximal subfields Lm ⊂Km ·M0 with

galois groups of exponent pm overKm , for m sufficiently large. A Kummer radical for

Lm is a subgroup (K×
m)pm ⊂ Bm ⊂K×

m with Lm =Km[B 1/pm

m ]. Two radicals Bm ,B ′
m are

equivalent if (Bm/K×
m)pm = (B ′

m/K×
m)pm

. The Fact 1 together with reflection imply

that (Bm/K×
m)pm

is built up of either units or powers of ideals in AT ∗ . Therefore

Lm ⊂ME ,m[A1/pm

T ∗ ], and taking injective limits we find

M⊂ME [A1/p∞
T ∗ ].
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LetME =ME [A1/p∞
T ∗ ], soM⊂ME and Theorem 4 implies by comparing ranks, that

Zp − rank(∆h) =D(K). If the fieldK is CM, we have the simple result

K∞[(AT ∗ )1/p∞
] =M(K+).

Indeed, in this case Theorem 4 implies thatM− = (ME ∩M)− and thus, by complex

conjugation,M+ =M(K+) ⊂ME [A1/p∞
T ∗ ]; since the defect is situated in the plus part,

AT ∗ ⊂ A− and

ME =Φ∗ =K∞[A1/p∞
T ∗ ].

We treat now the general case, when K is not CM. The group ∆ f = Gal(F/K∞)

is a Zp [G] - module by construction of F. We have seen that M ⊂ ME and ∆h =
Gal(ME /ME ) has Zp - rank D(K ). Since ME /K∞ is the injective limit of Kummer

extensions of Km , it is an abelian extension with group ∆E . Let ∆E ⊂ ∆E be the

subgroup fixingM; then

M
∆E
E =ME ∩M= F,

by construction of F and Gal(M/F) ∼= Gal(ME /ME ) = ∆h . Kummer duality implies

that M= F[A1/p∞
T ∗ ], so the field on the right hand side is well defined. We now use

the fact that ∆ f - is a cyclic Zp [G] - module of Zp - rank r2. Let ν0 =ϕ(ξ0) ∈∆ and

ν := ν0|∆ f ∈∆ f , withϕ the global Artin symbol: then ν generates the Zp [G] - module

∆ f and we let a ∈Qp [G] be an idempotent generating ν̃> ⊂Qp [G]; in particular, the

group ∆′
f =ϕ

(
ν

(1−a)Zp [G]
0

)
⊂∆ is a lift of ∆ f to ∆. The field Φ∗ =M∆′

f has the desired

properties. Indeed, by definition Φ∗ ·F=M and [Φ∗∩F : K∞] <∞; the group

Gal(Φ∗/K∞) ∼= Gal(M/F) ∼= Gal(ME /ME ) =∆h

is by construction the complement of ∆′
f = (1−a)∆, so ∆h = a∆ is a cyclic Zp [G] -

module. This completes that proof.

The field Φ∗ is dual to Φ by Kummer pairing, which motivates the following

Definition 3 . The field Φ∗ is the dual L - phantom field. If a ∈Qp [G] is the idempo-

tent defined in the proof above, we let

R(K) = aQp [G], R>(K) = (1−a)Qp [G]),(14)

thusQp [G] = R>⊕R and ∆h = Gal(Φ∗/K∞) ∼=∆R .

The second proposition investigates the Kummer radicals of Φ and relates the

galois groups of the two phantom fields to the annihilator θ of δ.
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Proposition 2 . There is an isomorphism ∆d = Gal(Φ/K∞) ∼= ∆•
h and an increasing

chain of Kummer radicals Dm ⊂ E(K) such that the intermediate fields of Φ are

Φm =Km[D1/pm+1

m ]. In particular θR ∼=∆h .

Proof . We have shown thatΦ=HT ∗ ⊂ME and∆d = Gal(Φ/K∞) is a freeZp - module

of rank D(K) which is cyclic as a Zp [G] - module. Since Gal(Φ/K∞) ∼= AT ∗ via the

Artin symbol, while Gal(H∗/K∞)• ∼= AT ∗ by Kummer duality, the claim ∆d
∼= ∆•

h
follows. Let Φm ⊃ Km be the maximal subfields of Φ = HT ∗ with galois group of

exponent pm+1 overKm . We show that the Kummer radicals of these extensions are

units related to the annihilation of δ ∈ E .

Let δ,a,θ,R be defined like above. Thus rank(θR) =D(K); let k = p i −1 be such

that δk ≡ 1 mod pO (K). Then θQp [G] is aQp [G] module of rank D(K) and we may

choose H ⊂G a set such that {θσ :σ ∈ H } is a base for this vector space. Let θm ∈Z[G]

be approximations of θ to the pm+1−th order and dm = δkθm ∈ E(K) \ E(K)p , while

ι(dm) ∈U pm+1
. Let Dm = Span({dσ

m :σ ∈ H }, where the span is taken over Z; the p -

rank is p − rank(D) = rank(D/Dp ) = rank
(
Span(δ

σ
)
)
=D(K) – here δ is the image of

δ in E/E p . It follows thatKm[D1/pm+1

m ] is an unramified extension ofKm contained

in Φm and all the maximal cyclic subextensions Km ⊂ Lm ⊂Km[D1/pm+1

m ] have the

degree pm+1. Note also thatKm[D1/pm+1

m ] ⊂Km+1[D1/pm+2

m+1 ].

Since Gal(Φm/Km) and Gal(Km[D1/pm+1

m ]/Km have the same p - rank and are

both products of D(K) copies of Cpm+1 , whileKm[D1/pm+1

m ] ⊆Φm , it follows that the

two fields are equal and Dm/Dpm+1

m is the Kummer radical of Φm , which completes

the proof.

We note for future reference the following fact which follows from the construction

of Dn :

dim
(
Dpn

n ·E pn+1
/E pn+1

)
=D(K) = p − rank(Dn/Dpn+1

n ).(15)

Equivalently, Gal(Φn/Kn) ∼= (Z/(pn+1 ·Z))K. Furthermore, there is a submodule

A′ ⊂ A such that the elements of a have infinite order and for each n > n0, we have

the isomorphism ϕ(A′
n) ∼= Gal(Φ∗

n/Kn) via the Artin symbol. Furthermore A′
n is a

product of D(K) disjoint cyclic groups of order pn+1, being isomorphic to the group

Dn , which has this property by construction.

We also assume from now on that k = 1. It is proved in the second paper of these

Proceedings, that if Leopoldt’s conjecture holds for a fieldK, then it holds also for

solvable – and in particular abelian – extensions thereof. Conversely, if it does not
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hold for Kn , then it does not hold for K either, so the assumption k = 1 is not a

restriction of generality.

5.1. Capitulation in the Phantom field. Since Dm ⊂K0 for all m > 0 and Dm+n ⊂
Dm ·E pm+1

, we may construct arbitrarily large sequences of iterated class fields over

Km , which are albeit not abelian overKm . Indeed:

Lemma 7 . Notations being like above, for each m > 0, each cyclic subextension Lm ⊂
Φ∗

m and arbitrarily large M > m there are telescoping sequences of extensionsKm ⊂
F1 ⊂ F2 ⊂ . . . ⊂ FM , such that

1. The degrees [Fi : Fi−1] = p, M ≥ i ≥ 1, where F0 = Km and Lm is one of the

extension Fi .

2. For each i ≤ M − (m +k), the extension Fi+m+k /Fi is cyclic abelian.

3. If a ∈ A−
m is a class such that ϕ(a) generates Gal(L/Km), then the primes ℘ ∈ a

are inert in FM /Km and do not capitulate.

4. For each r = p i ≤ pm+1, the primes in ap i

m are totally split in Fi /Km . If q ∈ ap i

m

and Q⊂ Fi is a prime above it, then Q∼℘O (Fi ). Furthermore, Q is inert and

does not capitulate in FM /Fi .

Proof . Let dm = δ(cθ)m ∈ Dm ,c ∈ Zp be such that L = Km[d 1/pm+1

m ] and let dM =
δ(cθ)M and FM be an embedding of Km[d 1/pM

M ]. Then we define F j ⊂ FM as the

subfields of degree p j over Km . This implies the properties 1. and 2. Indeed,

L = Fm+1, the relative degree are p and since dM ∈ U pM
, the extension FM /Km is

unramified, while every successive extension of degree at most pm+1 is also Kummer

abelian.

Recall that if K ⊃ L ⊃ k is an extension tower, such that K/k is cyclic and ℘⊂O (k)

is a prime which does not ramify in K, then if ℘ is inert in L/k then it is inert in

K/k. Therefore, if an is a class like in the hypothesis of the Lemma and ℘ ∈ an ,

then ℘ is inert in L/Km . For j < m, we define ℘ j = ℘O (F j )℘ the lift of ℘ to F j ,

which is thus a prime ideal. Its Artin symbol
(
Fm+ j /F j

℘ j

)∣∣
L
=

(
L/F j

℘

)
and the previous

observation implies that℘ j must be inert in Fm+ j /F j and thus℘ is inert in Fm+ j /Lm .

In particular, ℘ does not capitulate. Repeating the argument inductively, we obtain

the claim of 3.

The field Fi is the fixed field of the Artin symbol of the primes in ap i

m so these

primes are totally split in Fi and inert in L/Fi . By using the same argument as for ℘

above, we conclude that a prime Q ⊂ O (Fi ) as defined in 4. will be inert in FM /Fi

and does not capitulate. In particular, it must have maximal order pm+1 (recall
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that this order is bounded solely by the order of the p - power roots of unity in

Km). Since ϕ(Q) and ϕ(℘i ) generate Gal(Fm+i /Fi ), these symbols differ by a power

c, (c, p) = 1. Using the fact that Q∩O (K) = q and qp i ∼℘, we conclude that c = 1,

which completes the proof.

The properties of these telescoping extensions are directly connected to the

particular situation in which the Kummer radicals of all the extensionsΦ∗
n are subsets

of K0. They imply the remarkable fact, that ideals of AT ∗ will only capitulate in

subextensions of the Hilbert class field in which they are totally split.

We now combine this observation with the construction of Thaine. Let an ∈
A′

n \ Ap
n and q ∈ an a prime with the following properties:

1. The prime q ∈ Z below q splits completely in KN /Q for some N > n and is

unramified inK.

2. Let ζq be a primitive q−th root of unity and Fn =Kn[η] ⊂Kn[ζq ] be the field

of degree [Fn :Kn] = pN . Then q is totally ramified in Fn/Kn : if Q⊂ Fn is the

prime above q, then q=QpN
and we let a′

n = [Q] be the p - part of the class of

Q.

We shall assume that

ord(a′
n) > ord(an),(16)

Observe that a′
n ∈ A(Fn)\Ap (Fn), as a consequence of the fact that an is p - indivisible.

IfK is CM and galois, then an ∈ A− and q will not capitulate in the extension Fn/Kn ,

which is also CM, thus (16) holds. Based on this relation, we use the construction of

Thaine sketched in point 2. and prove:

Lemma 8 . If D(K) > 0, there is no extension Fn verifying the premises above and such

that ord(a′
n) > ord(an).

Proof . We assume that ord(a′
n) = r ord(an) for some r = p j , j ≥ 1 and n sufficiently

large. We shall prove that a′
n

T ∗ = 1. This implies the claim. Indeed, if L⊂Hn(F) is a

cyclic extension with group generated byϕ(an), then L·Kn+ j ⊂Φ∗
n+ j [η] is a Kummer

extension of maximal degree pn+1+ j . But we have seen that these extensions are not

abelian overKn , and thus L/Fn cannot be abelian: a contradiction of the assumption

ord(a′
n) > ord(an) (or equivalently, to j > 0.

Since q is unramified in K, K and Q[η] are linearly disjoint and we let Fm =
Km[η] for all m ≥ 0. Thus Gal(Fm/Q) = Gal(Km/Q)×Gal(Q[η]/Q) and ∪mFm is the

cyclotomic Zp - extension of K[η]. The group A′
n is Zp [G] - cyclic and we assume
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that an is a generator. Let A′
n(F) = N−1

Fn /Kn
(A′

n) be the inverse image of norm for A′
n .

Since Q is totally ramified, a′ν−1
n = 1 for ν a generator of Gal(Fn/Kn); the group A′

n

being Zp [G] cyclic, it follows that A′
n(F) has the same p - rank D(K) as A′

n , and a′
n

is a generator of this Zp [G] - module. We let Φ̃∗
n =Φ∗

n ·Fn ⊂Hn(F), the Hilbert class

field of Fn .

Let a′ = (a′
m) ∈ A(F) be a norm coherent sequence containing a′

n . Then a′ 6∈ A(F)p .

Consider now℘ ∈ a′
n a prime ideal with℘r ∼Q and let L/Fn ,L⊂Hn(F) an unramified

cyclic extension with [L : Fn] = ord(a′
n) in which ℘ is inert. Then M1 = K L ∩ Φ̃∗

n is

an extension of degree pn+1 with galois group generated by ϕ(a′
n) and thus ϕ(an)

fixes some subfieldM⊂ Lwith [M : Fn] = r , and for pn+1 > r we haveM⊂M1. Now

L ·Fn+ j ⊂Φ∗
n+ j [η] and thus Gal

(
L ·Fn+ j /Fn+ j

)T ∗ = {1}; let ℘ ∈ a′
n be a prime splitting

in Fn+ j /Fn , and ℘′ ⊂O (Fn+ j ) a prime above it, so(
L ·Fn+ j /Fn+ j

℘′

)
=

(
L/Fn

℘

)
,

by restriction (cf. [6], Chapter X, p. 198, A2). But the Artin symbol on the left is

canceled by T ∗, and thus a′T ∗
n = 1, as claimed.

As a direct consequence, since ord(a′
n) > ord(an) holds for CM fields, we have:

Corollary 2 . Leopoldt’s conjecture holds for CM galois extensionsK/Q.

IfK/Q is galois but not CM, we need the following

Assumption 1 . Letα ∈Zp [G] be any idempotent andα∗ ∈Zp [G] be its image through

the Leopoldt involution. Then we assume that the units E ⊂K are such that for each

idempotent and each n > 0

α
(
Z[G]/(pnZ[G])

) · (E/pnE) = {1} or

α∗ (
Z[G]/(pnZ[G])

) · (E/pnE) = {1}.

Then one can show that assumption (16) and thus Leopoldt’s conjecture follows

forK.
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Abstract . Let G be a reductive group over a non-Archimedean local field. For two tempered
smooth representations, it makes no difference for the Ext-groups whether we work in the category
of tempered smooth representations of G or of all smooth representations of G . Similar results
hold for certain discrete groups. We explain the basic ideas from functional analysis and geometric
group theory that are needed to state this result correctly and prove it.

1. Introduction

These notes are based on my lecture at the conference “Symmetries in Algebra

and Number Theory” in Göttingen in October 2008, where I discussed results of

[5, 7, 9]. Since details are available in these articles, our presentation will sometimes

be informal and limited to the most basic ideas.

First I briefly introduce some categories of representations studied in represen-

tation theory, before focussing on the categories of smooth and tempered smooth

representations of reductive p-adic groups.

It was observed for such groups that it makes no difference for homological

algebra in which of these two categories we work: both Ext∗G (V ,W ) and TorG∗ (V ,W )

agree in both worlds if V and W are tempered smooth representations. Even more is

true: the derived category of tempered smooth representations is a full subcategory

of the derived category of smooth representations. All this can be deduced from

October 2008.
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the exactness of a single chain complex, namely, the chain complex that computes

Tor
C∞

c (G)
∗

(
S (G),S (G)

)
for the Schwartz algebra S (G) of G , where C∞

c (G) denotes

the Hecke algebra of G .

The result as stated above is false, however: to get a correct statement we must

incorporate some functional analysis into our homological algebra in order to re-

place tensor products by complete tensor products. I explain this for the Schwartz

algebra S (Z) for the group of integers, where the same problem appears. After the

necessary excursion into bornological vector spaces and homological algebra for

them, we can correctly state our main result.

Let A be a dense subalgebra of a bornological algebra B . By density, a map

between two B-modules is B-linear once it is A-linear. Hence the category of

B-modules is always a full subcategory of the category of A-modules. This be-

comes false when we pass to derived categories. But there are many cases where the

canonical functor from the derived category of B-modules to the derived category

of A-modules is fully faithful. I first met this phenomenon along the way in [8] and

studied it more systematically in [6]. The same phenomenon has been studied under

different names in slightly different contexts by other authors, as kindly pointed

out to me by Alexei Yu. Pirkovskii and Henning Krause. The first instance I know

is the notion of absolute localisation in Joseph L. Taylor’s work on the functional

calculus for several commuting operators on a Banach space ([14]); this notion is

formulated for continuous homomorphisms of topological algebras. Another in-

stance is the notion of a homological epimorphism introduced by Werner Geigle

and Helmut Lenzing in [2]; this notion is formulated for homomorphisms of rings

and has been applied to the representation theory of finite-dimensional algebras.

Amnon Neeman and Andrew Ranicki call such homomorphisms stably flat and use

them in connection with algebraic K-theory ([10], see also [4]). The same name is

used by Alexei Yu. Pirkovskii in [11]. I call such maps isocohomological because they

preserve cohomology.

The proof that the embedding C∞
c (G) → S (G) of the Hecke algebra into the

Schwartz algebra of a reductive p-adic group is isocohomological is based on an idea

from geometric group theory. To make this point, I also discuss a similar result for

discrete groups from [5], which deals with the group ring C[G] of a finitely generated

discrete group G and a Schwartz algebra S (G) defined by weighted `1-estimates.

It turns out that the chain complex whose contractibility is crucial for an isocoho-

mological embedding C[G] →S (G) for a discrete group G is a coarse invariant of G .
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This leads to a recipe for contracting it, based on the notion of a combing from

geometric group theory.

Reductive p-adic groups have such a combing because they act cocompactly

on a CAT(0)-space – their affine Bruhat–Tits building. This led me to prove the

result for reductive p-adic groups. After I established results on isocohomological

embeddings for Abelian groups in [8], I wanted to extend them to reductive p-adic

groups such as Sln(Qp ) but found this difficult. Therefore, I first worked out a similar

problem for discrete groups in [5], in a way that ought to generalise to reductive

p-adic groups; then I carried out this generalisation in [7].

In these notes I only sketch some rough ideas of the proof of the result for discrete

groups. After this sketch of a proof, I turn to some applications. The first is a van-

ishing result for certain Ext and Tor-groups for square-integrable representations.

Together with results of Peter Schneider and Ulrich Stuhler from [12], this provides a

combinatorial formula for the formal dimension of a square-integrable represen-

tation, which implies that these dimensions are quantised. As a consequence, the

number of square-integrable irreducible representations that contain a U -invariant

vector for a compact open subgroup U of G grows at most linearly in vol(U )−1.

2. Categories of representations

Here we discuss some classes of representations that have been studied in repre-

sentation theory. Later on, we will focus on smooth representations and tempered

smooth representations.

The first class of representations to be studied were the finite-dimensional ones.

Infinite-dimensional representations came into focus because of quantum mechan-

ics, which required understanding unitary representations of certain Lie groups on

Hilbert spaces.

For any locally compact group G , we know one basic example of a unitary

representation: the regular representation on the Hilbert space L2(G), given by

g · f (x) := f (g−1x) for all g , x ∈ G , f ∈ L2(G). If G is a compact group, then any

irreducible representation of G is contained in the regular representation. For non-

compact groups, we must restrict to unitary representations – unitarity is automatic

for compact groups – and weaken our notion of containment: already for the Abelian

group R, irreducible representations are only weakly contained in the regular repre-

sentation. (A unitary representation π of G on a Hilbert space H is weakly contained

in another unitary representation ρ of G if its matrix coefficients g 7→ 〈πg~v , ~w〉 for
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~v , ~w ∈H can be approximated locally uniformly by linear combinations of matrix

coefficients of ρ.)

All non-compact semi-simple Lie groups have unitary representations that are not

weakly contained in the regular representations – the simplest example is the trivial

representation of Sl(2,R). Unitary representations that are weakly contained in the

regular representation are called tempered unitary representations. The systematic

study of the representation theory of Lie groups showed that tempered unitary

representations are much easier to classify than general unitary representations –

we still lack a complete description of the latter for general semi-simple Lie groups,

while the tempered unitary representations are, in principle, classified.

Lie algebra methods are one of the major tools for studying finite-dimensional

representations of Lie groups. These do not directly apply to unitary representations

on Hilbert space because the Lie algebra is only represented by unbounded operators.

But they do apply nicely once we pass to a suitable subset of smooth vectors. Many

results in representation theory are established first in this category of smooth

representations and then translated to unitary Hilbert space representations.

This lecture mainly deals with reductive p-adic groups instead of Lie groups. A

reductive p-adic group is a reductive linear algebraic group over a non-Archimedean

local field. Their representation theory is remarkably similar to the representation

theory of Lie groups. For the following, it suffices to think of basic examples of

reductive p-adic groups such as the special linear groups Sln(Qp ) or Sln(Fq [[t−1, t ])

over the fieldsQp of p-adic integers or over a local function field Fq [[t−1, t ]. All groups

we consider are locally compact and totally disconnected, that is, their topology has

a basis consisting of subsets that are both compact and open. Moreover, the unit

element has a neighbourhood basis of compact open subgroups.

Definition 2.1 . A representation of a locally compact, totally disconnected group

(on a C-vector space) is called smooth if each vector is fixed by some open subgroup.

Let Rep(G) denote the category of smooth representations of G .

Example 2.2 . Let G = Sl2(Qp ) and let V be the space of locally constant functions

on the projective line P1Qp , equipped with the induced action of G . This is a smooth

representation of G . The constant function is G-invariant, so that V contains a

subrepresentation isomorphic to the trivial representation. The quotient V /C ·1 is

a tempered, irreducible smooth representation called the Steinberg representation

of G . The representation V itself is not tempered because the trivial representation

of G is not tempered.
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The definition of tempered smooth representations is more subtle. It may seem

natural to require the existence of an invariant inner product such that the Hilbert

space completion carries a tempered unitary representation. But it is better not to

require tempered smooth representations to be unitary at all.

One reason for this is the following desideratum: the category of tempered smooth

representations should be closed under extensions. In particular, a smooth repre-

sentation of finite length (that is, one with a finite Jordan–Hölder series) should be

tempered if all its irreducible subquotients are tempered. But the property of being

unitary is not closed under extensions.

Example 2.3 . Represent the group Z on C2 by unipotent matrices: n 7→ (
1 n
0 1

)
. This

representation is a non-trivial extension of the trivial representation by itself and

should therefore be tempered because the trivial representation of Z is a tempered

unitary representation. But a unipotent matrix is not unitary for any inner product.

The correct definition of tempered smooth representations uses Schwartz al-

gebras. Smooth representations of a group G may be viewed as non-degenerate

modules over the convolution algebra C∞
c (G) of smooth, compactly supported func-

tions on G . For totally disconnected groups, “smooth” means “locally constant,” and

C∞
c (G) is also called the Hecke algebra of G . For Lie groups, the above statement is

only literally correct if we incorporate some functional analysis into our definitions

– we should study smooth representations and C∞
c (G)-modules in the category of

bornological vector spaces (see [9]).

Tempered representations are defined as modules over a certain completion of

C∞
c (G), generically called Schwartz algebra. The cases G = Z and G = R are most

familiar: here the Schwartz algebra S (G) is the convolution algebra of rapidly

decreasing functions of Laurent Schwartz. Recall that the Fourier transform provides

algebra isomorphisms between S (Z) and the algebra C∞(Ẑ) of smooth functions

on the Pontrjagin dual Ẑ ∼=T of Zwith pointwise multiplication, and between S (R)

with convolution and S (R) with pointwise product. We will soon use S (Z) to

motivate our results for reductive p-adic groups.

The definition of the Schwartz algebra S (G) for a reductive p-adic group G is due

to Harish–Chandra and involves two ingredients: uniform smoothness and rapid

decay. A function on G is uniformly smooth if it is U -invariant on the left and on

the right for some compact-open subgroup U in G , so that it descends to a function

on the double coset space G //U . A uniformly smooth function f on G has rapid

decay if and only if f · (`+1)k ∈ L2(G) for all k ∈N, where ` is an appropriate length
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function on G ; for G = Sln(Qp ), we may take

`(g ) := logp max{‖g‖∞,‖g−1‖∞}

where ‖g‖∞ denotes the maximum of the p-adic norms of the matrix entries of g . It

is non-trivial that convolutions of uniformly smooth functions of rapid decay are

well-defined and have rapid decay.

The above description of S (G) by L2-estimtes is due to Marie-France Vignéras [15].

Harish–Chandra defines S (G) using a weighted supremum norm instead. For

uniformly smooth functions, an L2-estimate is equivalent to suitable weighted

Lp -estimates for p ∈ [0,∞] because the set G //U of double cosets – unlike G itself or

G/U – has polynomial growth with respect to the length function `.

Roughly speaking, a tempered smooth representation of G is a module over the

Schwartz algebra S (G). But we must modify this definition because as stated above,

the derived category of S (G) does not embed into the derived category of C∞
c (G).

Before we discuss this problem, we briefly define Schwartz algebras for finitely

generated discrete groups. If ` is a word-length function on such a group G , we let

f ∈S (G) if f · (`+1)k ∈ `1(G) for all k ∈N, that is,∑
g∈G

| f (g )|(`(g )+1)k <∞.

We use this definition although modules over S (G) have little to do with tem-

pered unitary representations in general; they are more closely related to uniformly

bounded Banach space representations. For groups of rapid decay, the Jolissaint

algebra [3] is an interesting alternative to S (G) that is closely related to tempered

unitary representations. But our main results are false for the Jolissaint algebra, that

is, its derived category does not embed into the derived category of the group ring.

3. Why do we need bornological modules?

Our main result asserts that the derived category of tempered smooth repre-

sentations of a reductive p-adic group is a full subcategory of the category of all

its smooth representations. In particular, if V and W are both tempered smooth

representations, then it makes no difference for Ext∗G (V ,W ) and Tor∗G (V ,W ) in which

of the two categories of smooth representations we work.

In this section, we explain why this theorem is false and how to rectify it. The

issue is that we cannot work in a purely algebraic setting; we must complete tensor

products, forcing us to incorporate some functional analysis into our setup.
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The problem is the same for reductive p-adic groups and Abelian groups and

already appears for the group G =Z. Hence we study this very simple case here. Let

A := C[Z] and B := S (Z). The basic input for all homological computations with

A-modules is a free A-bimodule resolution of A: once we know such a resolution, we

can get free resolutions for all left or right A-modules and compute derived functors.

The algebra A is isomorphic to the algebraC[t , t−1] of Laurent polynomials. There

is a very small free A-bimodule resolution of A,

0 → A⊗ A
d−→ A⊗ A

m−→ A → 0,

where d( f ⊗ g ) := t f ⊗ g − f ⊗ t g and m( f ⊗ g ) = f · g for f , g ∈C[t , t−1]. It is routine

to check that the above chain complex is exact.

The basic question is whether it remains exact when we replace A by the comple-

tion B . The resulting chain complex

(3.1) 0 → B ⊗B
d−→ B ⊗B

m−→ B → 0

computes Tor∗A(B ,B) and should be exact if Tor∗A(B ,B) ∼= Tor∗B (B ,B). Conversely, if

this single chain complex is exact, then Extn
A(V ,W ) ∼= Extn

B (V ,W ) for all B-modules

V and W , similarly for Tor, and the canonical functor from the derived category of B

to the derived category of A is fully faithful (see [6]).

Unfortunately, the chain complex in (3.1) is not exact. Clearly, d is injective and m

is surjective, but kerm is bigger than the range of d . To remedy this, we have to

complete our tensor products and replace B⊗B =S (Z)⊗S (Z) by B ⊗̂B :=S (Z×Z).

This is isomorphic by the Fourier transform to C∞(T2), and the completed chain

complex

0 → C∞(T2)
d−→ C∞(T2)

m−→ C∞(T) → 0

is exact. Here d f (x, y) := (x − y) f (x, y) and m f (x) = f (x, x).

Thus we need to modify our setup and consider a category of modules where the

algebraic tensor product is replaced by a completed tensor product with B ⊗̂B =
S (Z×Z).

The most familiar choice is the category of complete locally convex topological

vector spaces with the complete projective topological tensor product. While this

may still work well enough for the example Z, we get serious problems for the

Schwartz algebra S (G) of a reductive p-adic group G because the product in S (G) is

not jointly continuous. To accomodate this, we may follow [1] and use the complete

inductive topological tensor product, which is designed to be universal for separately

continuous bilinear maps. But this tensor product behaves rather badly for general



106 Symmetries in Algebra and Number Theory, 2008

locally convex topological vector spaces – even associativity is unclear. Everything

works fine if we also restrict attention, say, to the category of nuclear LF-spaces. This

is enough to cover S (G) and the modules we need.

There is, however, a better way to combine functional analysis with homological

algebra, where the problems with completed tensor products mentioned above dis-

appear. In other words, these problems are mere artefacts produced by unsuitable

definitions. Instead of complete locally convex topological vector spaces, we should

use complete convex bornological vector spaces. A bornology on a vector space

is a collection of bounded subsets with certain properties – thus bounded subsets

replace open subsets in bornological analysis. Correspondingly, boundedness re-

places continuity for linear and bilinear maps. Any complete convex bornological

vector space is an inductive limit of Banach spaces in a natural way.

The category of complete bornological vector spaces has very good algebraic

properties. For instance, the complete projective tensor product in this category and

the internal Hom functor are related by the familiar adjointness isomorphism

Hom
(
X ,Hom(Y , Z )

)∼= Hom(X ⊗̂Y , Z ).

Any vector space carries a canonical bornology, called the fine bornology. Its

bounded subsets are the bounded subsets of finite-dimensional subspaces. This

defines a fully faithful, fully exact embedding of the category of vector spaces into

the category of complete bornological vector spaces. Furthermore, the embedding is

symmetric monoidal, that is, compatible with (complete) tensor products. Roughly

speaking, nothing happens when we equip a vector space with the fine bornology.

Topological vector spaces also carry canonical bornologies. The most useful

choice is the precompact bornology, consisting of all precompact subsets. This

defines a fully faithful, fully exact, symmetric monoidal embedding of the category

of Fréchet spaces into the category of complete bornological vector spaces. The

precompact bornology also defines such an embedding on the category of nuclear

LF-spaces. On this category, the complete projective bornological tensor product

agrees with the complete inductive topological tensor product – exactly what we

need. Thus S (G) ⊗̂S (G) ∼=S (G ×G) for any reductive p-adic group G .

We now modify our definitions to allow smooth representations on (complete,

convex) bornological vector spaces; from now on, all bornological vector spaces

are requird complete and convex. A group representation of a locally compact,

totally disconnected group G on a bornological vector space V is called smooth if,

for each bounded subset S, there is a compact-open subgroup U of G with u ·~v =~v
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for all u ∈U , ~v ∈ S. The category of smooth representations of G on bornological

vector spaces is isomorphic to the category of essential bornological C∞
c (G)-modules

(a bornological A-module is essential if the multiplication map A ⊗̂ M → M is a

bornological quotient map).

The tempered smooth representations of G are the essential S (G)-modules, where

we equip S (G) with the obvious bornology: a subset of S (G) is bounded if its

elements are uniformly smooth and of uniformly rapid decay.

When doing homological algebra in this setting, it is better to replace exactness

by a stronger condition, namely, the existence of a bounded contracting homotopy.

Otherwise, we would get a complicated derived category even for the trivial algebraC

because there are non-trivial extensions of bornological vector spaces. To get rid of

these complications, we do relative homological algebra with respect to the category

of bornological vector spaces. Formally, this means that we turn categories of

bornological vector spaces and modules into exact categories in the sense of Quillen.

These exact categories have enough injective and enough projective objects, so that

homological algebra works as usual. In particular, we can form derived categories.

The main point to remember is that resolutions are required to have a bounded

contracting homotopy.

We can now state our main theorem:

Theorem 3.2 . The embedding C∞
c (G) → S (G) induces a fully faithful functor be-

tween the derived categories of non-degenerate bornological modules over C∞
c (G) and

S (G). In particular, if both V and W are essential S (G)-modules, then

Extn
C∞

c (G)(V ,W ) ∼= Extn
S (G)(V ,W ) and Tor

C∞
c (G)

n (V ,W ) ∼= TorS (G)
n (V ,W ).

Various equivalent conditions for such an embedding of derived categories are

given in [6]. The one that is practical to check is the following:

Theorem 3.3 . Let A and B be bornological algebras and let f : A → B be an essential

bounded algebra homomorphism; that is, B is essential as an A-bimodule. Let P• → A

be a projective A-bimodule resolution of A. The functor between the derived categories

of essential bornological modules over A and B induced by f is fully faithful if and

only if B ⊗̂A P• ⊗̂A B → B has a bounded contracting homotopy.

We also call f isocohomological if this is the case. The argument above shows that

the embedding C[Z] →S (Z) is isocohomological. Our main theorem states that the

embedding C∞
c (G) →S (G) for a reductive p-adic group is isocohomological.
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The proof of Theorem 3.3 is not hard. Only the sufficiency of the condition is

relevant here. The main point is that if B ⊗̂A P• ⊗̂A B → B has a bounded contracting

homotopy, then it is a projective B-bimodule resolution of B . Hence all derived

functors for B can be computed using this bimodule resolutions. When we compare

them with similar computations for A, we get the same answer because the two

resolutions are so closely related.

4. Some ideas from the proof of the main theorem

We have now stated our main theorem correctly and established an analogous

result for the discrete group Z. To find a proof for reductive p-adic groups, we

identify a geometric property for discrete groups related to non-negative curvature

that ensures that the embedding C[G] →S (G) is isocohomological.

What does “geometric” mean here? Any finitely generated group G becomes a

metric space with respect to a word-length function. This metric is not unique, but

it is unique up to quasi-isometry. Moreover, it frequently happens that a group G is

quasi-isometric to a nice geometric object like a smooth manifold. In general, if G

acts cocompactly, properly, and by isometries on a metric space X , then G and X

are quasi-isometric. For instance, the fundamental group of a Riemannian manifold

is quasi-isometric to the universal covering of this manifold.

Any reductive p-adic group G acts cocompactly and properly on a nice geometric

space – its affine Bruhat–Tits building. It is known that such buildings have non-

positive curvature – formally, they have the CAT(0)-property that triangles in them

are thinner than comparison triangles in flat Euclidean space. Hence a geometric

non-positive curvature condition covers reductive p-adic groups as well.

It is shown in [5] that the question whether or not the embedding C[G] →S (G)

is isocohomological for a discrete group G depends only on the quasi-isometry

type of G . This can be formalised as follows: to any metric space we may associate

a certain chain complex that is a quasi-isometry invariant, and for the underly-

ing metric space of a finitely generated discrete group G , this chain complex has

a bounded contracting homotopy if and only if the embedding C[G] → S (G) is

isocohomological.

The chain complex in question is a certain completion of the reduced bar com-

plex on X . More precisely, we take the reduced chain complex C•(X ) of the simplicial

set with X n+1 as its set of n-simplices, and face and degeneracy maps deleting or

adding one of the entries. The completion involves chains with controlled support
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– there is R > 0 such that f (x0, . . . , xn) vanishes if d(xi , x j ) > R for some i , j – and

with rapid decay in the sense that the function (`(x0)+1)k f (x0, . . . , xn) on X n+1 is

absolutely summable for each k ∈ N. For a discrete group G , this chain complex

has a bounded contracting homotopy if and only if the embedding C[G] → S (G)

is isocohomological. Thus our task is to find a contracting homotopy for the un-

completed chain complex C•(X ) that is bounded with respect to the appropriate

bornology and therefore extends to the completion.

The reduced bar complex above is huge and may therefore appear impractical for

cohomology computations. Nevertheless, it is ideal for our current purpose because

of its good functoriality properties. By design, the bar construction makes sense for

any discrete set X , and any map f : X → Y induces a chain map. If f , g : X → Y are

two maps, then the induced chain maps are chain homotopic – simply because the

bar complex is contractible. But there is, in fact, an explicit and simple formula for a

chain homotopy between the chain maps induced by f and g .

In particular, this chain homotopy for the identity map and a constant map

provides a contracting homotopy for C•(X ). This is just the standard contracting

homotopy of the reduced bar complex C•(X ), and it is unbounded for the relevant

bornology. To get a bounded contracting homotopy, we must contract our group

more gently: we need a sequence of maps fn : X → X that, roughly speaking, move

each x ∈ X to the base point 0 in small steps; typically, we just let fn(x) be points on

a quasi-geodesic in X from x to 0; “moving in small steps” means that there is S > 0

with d
(

fn(x), fn+1(x)
)< R for all n ∈N, x ∈ X .

Given such a sequence of maps ( fn), we sum up the canonical chain homotopies

between the chain maps induced by the fn and hope that the sum remains bounded.

This requires further geometric conditions. Since our homotopy must preserve

controlled supports, we need that fn(x) and fn(y) remain close for all n ∈ N if x

and y are close; more precisely, for each R > 0 there is S > 0 such that if d(x, y) < R,

then d
(

fn(x), fn(y)
)< S for all n ∈N. A sequence of maps ( fn) with the two properties

described above is called a (synchronous) combing on G . In addition, to preserve the

rapid decay condition, we need that the number of n ∈Nwith fn(x) 6= fn+1(x) grows

at most polynomially in `(x) = d(x,0); if the points fn(x) follow a quasi-geodesic,

then this number automatically grows linearly (polynomial growth rules out some

groups that only admit more complicated combings where each element follows a

huge detour). We can now formulate the main result of [5]:
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Theorem 4.1 . Let G be a finitely generated discrete group that has a combing of

polynomial growth. Then the embedding C[G] →S (G) is isocohomological.

In a Riemannian metric, geodesics remain close to each other if the curvature

is non-positive. For instance, this happens in flat Rn . Since the group Zn with

word-length metric is quasi-isometric to Rn , the group Zn has a combing as well.

This explains why the embedding C[Zn] → S (Zn) is isocohomological. Another

class of groups that admit combings are hyperbolic groups, fundamental groups of

non-positively curved manifolds, and cocompact lattices in Lie groups – the latter

act cocompactly and properly on non-positively curved Riemannian manifolds.

For discrete groups, categories of representations are usually not well-behaved,

so that Ext- and Tor-groups for them are usually hard to compute. The most inter-

esting case of Theorem 4.1 seems to concern the trivial representation. The groups

Ext∗
C[G](C,C) are group cohomology, while Ext∗

S (G)(C,C) are group cohomology with

polynomial growth; that is, we take the standard bar complex computing group

cohomology and take the cohomology of the subcomplex of cochains of polynomial

growth. Theorem 4.1 implies that both chain complexes are homotopy equivalent

if G has a combing of polynomial growth. In particular, every class in the group

cohomology is represented by a cocycle of polynomial growth.

Any reductive p-adic group acts cocompactly on its affine Bruhat–Tits building,

which is another example of a non-positively curved space – formally, a CAT(0)-space.

Hence reductive p-adic groups have combings of linear growth. This suggested to me

that Theorem 4.1 should remain true for reductive p-adic groups. In fact, I checked

this for Sl2(Qp ) by hand and added a remark to this extent in the introduction of [5].

This intrigued Peter Schneider who had tried to prove such a statement but hit the

problem described in §3 and concluded that the statement was false.

As expected, the proof of Theorem 4.1 carries over to reductive p-adic groups.

But two new problems appear that still requires a significant amount of additional

work.

One issue is that the trivial representation of a reductive p-adic group is not tem-

pered. In the discrete case, the trivial representation is always a module over S (G)

because the latter is defined using `1-estimates. This allows some simplification in

the chain complexes to be considered. The chain complex described involves chains

on X n that are compactly supported in all but one direction. To treat reductive

p-adic groups, we must allow functions that are compactly supported in all but two

directions, and that satisfy a certain growth condition in the other two directions.
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A second issue is the uniform smoothness in the definition of the Schwartz

algebra. The contracting homotopy must be constructed more carefully in order to

preserve this property, and the argument requires results of Bruhat and Tits about

stabilisers of points in the building.

5. Some applications

In this section, we let G be a semi-simple p-adic group such as Sln(Qp ) or such as

Sln(Fq [[t−1, t ]). An extension to reductive groups such as Gln(Qp ) or Gln(Fq [[t−1, t ])

is possible but requires more notation, which I do not want to introduce here.

What can we learn from our main result that the embedding C∞
c (G) → S (G)

is isocohomological? First of all, this implies that the subcategory of tempered

smooth representations is closed under extensions in the category of all smooth

representations because Ext1 is the same in both categories. We already observed

this important property of the category of tempered smooth representations in §2.

Example 2.3 shows that the categories of unitary representations or of uniformly

bounded Banach space representations are not closed under extensions. Hence the

embedding C[Z] → `1(Z) is not isocohomological.

Another important general consequence is that S (G) has a projective bimodule

resolution of finite length – the same length as for C∞
c (G). This means that derived

functors for S (G) vanish above some dimension.

In principle, this projective bimodule resolution can be used to compute the

Hochschild and cyclic homology of S (G). While such a computation for C∞
c (G)

is feasible, the case of S (G) is considerably more complicated because it requires

careful estimates about the growth of the length function on conjugacy classes. It is

known that C∞
c (G) and S (G) have isomorphic periodic cyclic homology ([13]), but

it seems very hard to prove this using the isocohomological embedding. There is no

general theorem to this effect.

Square-integrable representations are special tempered representations that are

isolated among tempered representations. That is, they are both projective and

injective in the category of tempered smooth representations. Hence Extn
S (G)(V ,W )

vanishes for n 6= 0 if V or W is square-integrable and the other one tempered. Our

main theorem yields the same for Extn
C∞

c (G)(V ,W ). For instance, this applies if V

is the Steinberg representation of Sl2(Qp ) (see Example 2.2). This vanishing result

is remarkable because, by its very definition, the Steinberg representation V has a

non-trivial extension by the trivial representation C, so that Ext1C∞
c (G)(V ,C) 6= 0.
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Vanishing results for square-integrable representations are particularly important

because these are the atoms of the Plancherel measure on the set of irreducible

representations of G . Moreover, since Extn
C∞

c (G)(V ,W ) vanishes unless V and W have

the same central character, the support of the function V 7→ dimExtn
C∞

c (G)(V ,W ) is

always a finite set. Hence this function vanishes almost everywhere if W is tempered

and n 6= 0. In contrast, the function V 7→ dimExt1C∞
c (Sl2Qp )(V ,C) does not vanish

almost everywhere because it is non-zero at the Steinberg representation, which is

an atom of the Plancherel measure.

Another interesting application is the quantisation of formal dimensions of

square-integrable representations:

Theorem 5.1 . There is α > 0 such that the formal dimension of any irreducible

square-integrable representation of G belongs to α ·N≥1.

This implies a bound on the number of irreducible square-integrable representa-

tions that contain U -fixed vectors for some compact-open subgroup U : any such

representation is contained in L2(G/U ), which has formal dimension vol(U )−1. Since

formal dimensions are additive and positive, we conclude that there are at most

1/(αvolU ) square-integrable representations that contain U -fixed vectors.

How is our main result related to formal dimensions? The following conceptual

explanation is taken from [7]. The ring C∞
c (G) is a regular Noetherian ring, that is,

any finitely generated C∞
c (G)-module has a resolution of finite length by finitely

generated projective modules. Hence any finitely generated C∞
c (G)-module de-

termines a class in the algebraic K-theory of C∞
c (G): take the Euler characteristic∑∞

n=0(−1)n[Pn] of a finite type projective resolution P•. Since the formal dimension

of representations defines a linear map K0(C∞
c G) →R, this yields a notion of formal

dimension for all finitely generated C∞
c (G)-modules.

There seems to be no general formula for such a resolution for a general finitely

generated module. But if we restrict to representations of finite length, then Peter

Schneider and Ulrich Stuhler construct an explicit projective resolution in [12]. This

can be used to compute the formal dimension mentioned above and shows that it is

quantised. But it is not clear whether this new notion of formal dimension agrees

with the usual one that is based on traces on group von Neumann algebras.

This is exactly where our main theorem is needed. It implies that a projective

C∞
c (G)-module resolution of an S (G)-module remains a resolution when we base

change to S (G). If we start with a square-integrable representation V , then V is a

projective S (G)-module. Hence the resolution S (G) ⊗̂C∞
c (G) P• of V must split, so
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that [V ] =∑∞
n=0(−1)n[S (G) ⊗̂C∞

c (G) Pn] in K0(S G). This implies that the combina-

torial formal dimension computed using the class of V in K0(C∞
c G) agrees with the

usual formal dimension.

6. Conclusion

We have seen that the derived category of tempered smooth representations of a

reductive p-adic group G is a full subcategory of the derived category of all smooth

representations G . To achieve this, we had to incorporate some functional analysis

into our categories of modules. The proof of this result is inspired by the proof of a

similar result for discrete groups that uses ideas from geometric group theory.
This comparison result is useful in two ways: it shows that the modules over

the Schwartz algebra have reasonably simple projective resolutions because this
happens over the Hecke algebra. And it shows that Ext and Tor vanish for tempered
representations if one of them is square-integrable. We have also seen one conse-
quence – the quantisation of formal dimensions of square-integrable representations
– whose statement does not involve any homological algebra.
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WEIGHTS IN GENERALIZATIONS OF SERRE’S CONJECTURE AND THE

MOD p LOCAL LANGLANDS CORRESPONDENCE
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Abstract . In this mostly expository article we give a survey of some of the generalizations of
Serre’s conjecture and results towards them that have been obtained in recent years. We also
discuss recent progress towards a mod p local Langlands correspondence for p-adic fields and its
connections with Serre’s conjecture. A theorem describing the structure of some mod p Hecke
algebras for GLn is proved.

1. Introduction

1.1. The classical Serre conjecture. Algebraic number theory is, in some sense,

the study of the group Gal(Q/Q). In particular, we are interested in the continuous

representations of this group and its finite index subgroups. One source of such

representations is the cohomology of algebraic varieties. For instance, if X is a

variety defined over a number field F and F is an étale sheaf on X , then the étale

cohomology H∗
é t (X ⊗Q,F ) carries an action of Gal(Q/F ). Serre’s conjectures and its

generalizations tell us which representations arise in this way.

In this section, we will briefly review the original conjecture of Serre. The reader

is directed to the excellent expository article [26] for details. For each prime l , fix a
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decomposition subgroup Gl ⊂ Gal(Q/Q) at l , let Il ⊂Gl be the corresponding inertia

subgroup, and let Pl ⊂ Il be the pro-l-Sylow wild inertia subgroup. Let N ≥ 1 and

recall that Γ1(N ) ⊂ SL2(Z) is the subgroup

Γ1(N ) =
{(

a b

c d

)
∈ SL2(Z) : a −1 ≡ c ≡ d −1 ≡ 0 mod N

}
.

A modular form of weight k and level N is a holomorphic function f : H → C,

where H is the complex upper half plane, satisfying the following automorphy

condition, as well as some growth conditions at infinity:

f

(
az +b

cz +d

)
= (cz +d)k f (z) ∀z ∈H ,∀

(
a b

c d

)
∈ Γ1(N ).

Note that

(
1 1

0 1

)
∈ Γ1(N ), whence f (z +1) = f (z) for all z ∈H , so that f has

a Fourier expansion. If f is, moreover, cuspidal and an eigenform for the Hecke

operators, then the expansion has only positive terms: f (z) = ∑
n≥1 an qn , where

q = e2πi z . The classical construction of Eichler and Shimura associates to such

an f a two-dimensional Galois representation ρ f : Gal(Q/Q) → GL2(Fp ) which is

unramified at all primes l - N p. In other words, Il ⊂ kerρ f ; note that Il is defined

up to conjugation, but this condition is well-defined. It follows that if Frobl is an

arithmetic Frobenius element for l , the characteristic polynomial of ρ f (Frobl ) is

well-defined for l - N p. It is x2 − al x + l k−1, and by the Chebotarev density theo-

rem the facts stated here determine ρ f up to isomorphism. The Eichler-Shimura

construction essentially comes down to finding ρ f inside the cohomology of a suit-

able modular curve. We say that a Galois representation ρ : Gal(Q/Q) → GL2(Fp ) is

modular if ρ ' ρ f for some modular form f .

Suppose we are givenρ : Gal(Q/Q) → GL2(Fp ), and let c ∈ Gal(Q/Q) be the element

induced by complex conjugation. Since c2 is the identity, we must have detρ(c) =±1.

We say that ρ is odd if detρ(c) =−1 and even otherwise. In the early 1970’s, J.-P. Serre

conjectured that

Conjecture 1.1 . Suppose that ρ : Gal(Q/Q) → GL2(Fp ) is continuous, irreducible,

and odd. Then ρ is modular.

Moreover, Serre gave a combinatorial recipe for the weights of the modular forms

giving rise to such ρ. The quantitative statement that a continuous, irreducible,

odd two-dimensional Galois representation is modular of the specified weights is
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called the strong Serre conjecture. Conjecture 1.1 was recently proved by Khare

and Wintenberger [18], [19], [20], relying on work of Kisin [22], [21]. However, the

implication that the strong Serre conjecture follows from Conjecture 1.1 (i.e. that if

ρ is modular, then it is modular of precisely the predicted weights) was known much

earlier, except for a few cases with p = 2. It was established by work of Mazur, Ribet,

Deligne, Fontaine, Carayol, Gross, Coleman, Voloch, and Edixhoven, among many

others. An example of a statement towards this result is the following theorem of

Fontaine. It was proved in a letter to Serre in 1979, and a somewhat different proof

eventually appeared in print in [8]. Recall that Ip ' Gal(Qp /Qnr
p ), whereQnr

p is the

maximal unramified extension of Qp . A character ψ : Ip → F
∗
p is said to be of level

two if it factors through the quotient Gal(K2/Qnr
p ) ' F∗

p2 of Ip , whereQnr
p ⊂ K2 ⊂Qp

is the unique subextension with [K2 :Qnr
p ] = p2 −1.

Theorem 1.2 (Fontaine). Let ρ : Gal(Q/Q) → GL2(Fp ) be modular of weight k and

level N , with 2 ≤ k ≤ p +1. Suppose that ρ|Gp is irreducible. Let ψ,ψ′ : Ip → F
∗
p be the

characters of level two induced by the two field embeddings Fp2 ,→ Fp . Then,

ρ|Ip ∼
(
ψk−1 0

0 (ψ′)k−1

)
.

1.2. Generalizations of Serre’s conjecture. How can this picture be generalized?

For any number field F and any n ≥ 1, we need to have a notion of a Galois repre-

sentation ρ : Gal(Q/F ) → GLn(Fp ) being modular; roughly this should mean that ρ

arises “geometrically.” In most cases it is not known how to associate Galois represen-

tations to automorphic objects, making it difficult to motivate a natural definition of

modularity. But given a notion of modularity, one can seek to formulate analogues

of the Serre and strong Serre conjectures.

If F is a totally real number field, then it is known how to construct compatible

families of Galois representations associated to Hilbert modular forms over F (see

[4], [32]). The first generalizations of Serre’s conjecture dealt with this case. When p

is unramified in F , a conjecture was formulated by Buzzard, Diamond, and Jarvis [7].

It was extended by the author to totally real fields F where p ramifies arbitrarily, but

only when ρ is tamely ramified at all places above p. This conjecture is discussed in

the next section.

Serre’s conjecture has also been generalized in another direction, to Galois rep-

resentations ρ : Gal(Q/Q) → GLn(Fp ) for arbitrary n. Ash, Doud, D. Pollack, and

Sinnott [2], [1] conjectured a combinatorial recipe for some modular weights in this



118 Symmetries in Algebra and Number Theory, 2008

case, but never claimed to have found all the modular weights. When ρ is tamely

ramifed at p, their work was improved by Herzig [15] who conjectured a complete

list of regular modular weights that is defined more conceptually. A more general

conjecture (without the assumption of tame ramification) was made by Gee [10], but

it specifies the modular weights in terms of the existence of certain crystalline lifts

and does not usually allow them to be written down explicitly. In fact, the conjecture

of Buzzard, Diamond, and Jarvis was already phrased in terms of crystalline lifts,

and hence non-explicit, when ρ had wild ramification at p.

The framework exists for stating Serre’s conjecture in an even more general con-

text. This work was begun by Gross in [12] and [13]. Let G/Q be a reductive group

such that all the arithmetic subgroups of G(Q) are finite, and suppose that G is an

inner form of a split group over Q. Let Ĝ be the split dual group over Z. To each

weight and level (a weight in this general context is an irreducible Fp -representation

of G(Fp )) Gross associated a space of modular forms with a Hecke-algebra action and

conjectured ([12], Conj. 1.1) that to any Hecke eigenform one can associate a Galois

representation ρ : Gal(Q/Q) → Ĝ(Fp ) satisfying certain properties. This provides a

notion of modularity. One can now ask when a representation ρ : Gal(Q/Q) → Ĝ(Fp )

is modular and what the weights are of the modular forms giving rise to it.

2. Serre’s conjecture for Hilbert modular forms

2.1. Weights and modularity. Let F be a number field and n ≥ 1. For any place

v of F , let Ov denote the ring of integers of the completion Fv , and let kv be the

residue field. A Serre weight is an irreducible Fp -representation of the finite group

GLn(OF /p). Any Serre weight factors through the quotient map

GLn(OF /p) →∆= ∏
v |p

GLn(kv ),

since the kernel is a p-group. Therefore Serre weights have the form σ=⊗
v |p σv ,

where σv is an irreducible Fp -representation of GLn(kv ). We call such σv local Serre

weights at v .

Suppose for the rest of this section that n = 2 and F is totally real. We now

introduce a notion of modularity of a mod p Galois representation ρ : Gal(Q/F ) →
GL2(Fp ). Let D/F be a quaternion algebra that splits at exactly one infinite place

and at all places dividing p. Consider the reductive group G = ResF /Q(D∗) and let

U ⊂ G(A∞) be an open compact subgroup. Let XU /F be the associated Shimura

curve; its complex points are XU (C) = G(Q)\G(A∞)× (C−R)/U . Recall that the
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relative Picard scheme of XU parametrizes line bundles locally of degree zero, and

let Pic0(XU )/F be its component containing the identity. This is an abelian variety.

Let U ′
p = ker((D ⊗ Ẑ)∗p =∏

v |p GL2(Ov ) → GL2(OF /p)), and let

U ′′
p = ker(

∏
v |p GL2(Ov ) → ∏

v |p GL2(kv )). Clearly U ′
p ⊂ U ′′

p . We say that an open

compact U ⊂ G(A∞) is of type (∗) if U = U ′
p ×U p , where U p ⊂ G(A∞,p ). Let V =∏

v |p GL2(Ov )×U p . If U p is sufficiently small in the sense of section 3.1 of [29], then

XU → XV is a Galois cover with group V /U = GL2(OF /p). Hence we have an action

of V /U on Pic0(XU ).

Definition 2.1 . Let σ be a Serre weight. An irreducible Galois representation ρ :

Gal(Q/F ) → GL2(Fp ) is modular of weight σ if there exists a quaternion algebra

D/F as above and an open compact U ⊂ (D ⊗ Ẑ)∗ ⊂ G(A∞) of type (∗), such that

(Pic0(XU )[p]⊗
Fp
σ)GL2(OF /p) = (Pic0(XU ′′

p×U p )[p]⊗
Fp
σ)∆ has ρ as a Jordan-Hölder

constituent.

If [F :Q] = d , then each of the d embeddings of F into R⊂C induces a “complex

conjugation” in Gal(Q/F ). Denote these complex conjugations c1, . . . ,cd . We say that

ρ is totally odd if detρ(ci ) = −1 for all 1 ≤ i ≤ d . The qualitative Serre conjecture

generalizes to our situation as follows.

Conjecture 2.2 . Suppose that ρ : Gal(Q/F ) → GL2(Fp ) is continuous, irreducible,

and totally odd. Then ρ is modular.

To formulate an analogue of the strong Serre conjecture we must, given a ρ,

specify its modular weights. The Langlands philosophy suggests that the modular

weights should be determined by local information, as was indeed the case for F =Q.

We fix a decomposition subgroup Gv ⊂ Gal(Q/F ) for each place v |p and will define a

set Wv (ρ) of local Serre weights at v that depends only on the restriction ρ|Gv . Then

we will conjecture that

Conjecture 2.3 . Let ρ : Gal(Q/F ) → GL2(Fp ) be a Galois representation. Its set of

modular weights is

W (ρ) =
{
σ=⊗

v |p
σv : ∀v |p,σv ∈Wv (ρ)

}
.

Fix a place p of F dividing p, let the cardinality of kp be q = p f , and let e be the

ramification index of Fp over Qp . When n = 2, it is easy to give explicit models for

the local Serre weights at p. Let I be the set of field embeddings τ : kp ,→ Fp . Let
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I = {τ0,τ1, . . . ,τ f −1} be a labeling of the elements of I such that τi−1 = τ
p
i for all

i ∈Z/ f Z. The irreducible Fp -representations have the form

σv =⊗
τ∈I

(detwτ Symkτ−2k2
p)⊗kp,τ Fp ,

where 2 ≤ kτ ≤ p+1 and 0 ≤ wτ ≤ p−1, and not all the wτ are p−1. An explicit model

is given by the space of polynomials P ∈ Fp [X0,Y0, . . . , X f −1,Y f −1] in 2 f variables

that are homogeneous of degree kτi −2 in each pair of variables Xi ,Yi . The GL2(kp)-

action is given as follows. For γ =
(

a b

c d

)
∈ GL2(kp), let I (γ) ∈ GL2 f (Fp ) be the

matrix

I (γ) =



τ0(a) τ0(b)

τ0(c) τ0(d)

τ1(a) τ1(b)

τ1(c) τ1(d)
. . .

τ f −1(a) τ f −1(b)

τ f −1(c) τ f −1(d)


.

Then we have

(γP )(X0, . . . ,Y f −1) = ∏
τ∈I

τ(ad −bc)wτP ((X0,Y0, . . . , X f −1,Y f −1)I (γ)).

When n ≥ 3 there are no longer such nice models of Serre weights and it is often

impossible to do explicit computations; this is one of the many difficulties of n ≥ 3

relative to n = 2.

Let Ip ⊂Gp be the inertia subgroup, and let Pp ⊂ Ip be the wild inertia; Pp is the

pro-p-Sylow subgroup of Ip. The quotient Ip/Pp is called the tame inertia and is

isomorphic to lim←−−F
∗
pm . A character ϕ : Ip → Ip/Pp → F

∗
p is said to be of niveau m if

it factors through the quotient F∗pm . Such a character is called fundamental if the

resulting map F∗pm → F
∗
p is the restriction of an embedding Fpm → Fp of fields.

Let k ′
p be the quadratic extension of kp. Given an embedding of fields τ : kp ,→ Fp

(resp. τ̃ : k ′
p ,→ Fp ), let ψτ (resp. ψτ̃) be the corresponding fundamental character of

niveau f (resp. 2 f ).

The semisimplification ρss
|Ip of ρ|Ip factors through the tame inertia, which is

abelian. Hence ρss
|Ip is a sum of characters ϕ⊕ϕ′. Moreover, the quotient Gp/Ip,

which is topologically generated by a Frobenius element Frobp, acts on the tame
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inertia by conjugation. It follows that {ϕq , (ϕ′)q } = {ϕ,ϕ′}, so that two possible cases

arise:

1. The characters ϕ,ϕ′ have niveau 2 f , so that ϕ′ = ϕq and (ϕ′)q = ϕ. This

implies the irreducibility of ρ|Gp .

2. The characters ϕ and ϕ′ are of niveau f , and ρ|Gp is reducible.

We are now ready to provide a recipe for Wp(ρ) when ρ is tamely ramified at p.

Definition 2.4 . Let ρ : Gal(Q/F ) → GL2(Fp ) be a Galois representation.

1. Suppose that ρ|Gp is irreducible. Then the local Serre weight

(1) σp =
⊗
τ∈I

(detwτ Symkτ−2k2
p)⊗kp,τ Fp

is contained in Wp(ρ) if and only if for each τ ∈ I there exists a labeling {τ̃, τ̃′}
of the two lifts of τ to k ′

p and an integer 0 ≤ δτ ≤ e −1 such that

ρ|Ip ∼ ∏
τ∈I

ψ
wτ
τ

( ∏
τψ

kτ−1+δτ
τ̃ ψ

e−1−δτ
τ̃′ 0

0
∏
τψ

e−1−δτ
τ̃ ψ

kτ−1+δτ
τ̃′

)
.

2. Suppose that ρ|Gp is reducible and that ρ is tamely ramified at p (i.e. Pp ⊂ kerρ).

Then Wp(ρ) consists precisely of the Serre weights as in (1) for which there

exists a subset J ⊂ I and an integer 0 ≤ δτ ≤ e −1 for each τ ∈ I such that

ρ|Ip ∼ ∏
τ∈I

ψ
wτ
τ

( ∏
τ∈J ψ

kτ−1+δτ
τ

∏
τ 6∈J ψ

e−1−δτ
τ 0

0
∏
τ∈J ψ

e−1−δτ
τ

∏
τ 6∈J ψ

kτ−1+δτ
τ

)
.

In particular, if e ≥ p−1, then all Serre weights of suitable central character should

be modular.

2.2. Evidence. There are some results available towards this conjecture. Dembélé’s

computations of modular weights of Hilbert modular forms over Q(
p

5) for p = 5

agree with Conjecture 2.3 (see section 4 of [28]). The following theoretical results

have also been established.

Theorem 2.5 ([28], Theorem 3.4). Suppose that e < p − 1 and let ρ : Gal(Q/F ) →
GL2(Fp ) be such that ρ|Gp is irreducible and ρ is modular of weightσ=⊗v |pσv , where

σp, written as in (1), satisfies kτ−2+e ≤ p −1 for all τ ∈ I . Then σp ∈Wp(ρ).

If p is unramified in F , then a stronger result has been proved by Gee. We say that

a local Serre weight at p, written as in (1), is strongly regular if 3 ≤ kτ ≤ p −1 for all

τ ∈ I and regular if 2 ≤ kτ ≤ p for all τ ∈ I . Gee uses a variant definition of modularity,



122 Symmetries in Algebra and Number Theory, 2008

working with definite quaternion algebras, but his results should be translatable to

our setting.

Theorem 2.6 ([11], Thms. 5.1.2 and 5.1.3). Suppose that p is unramified in F , that

ρ : Gal(Q/F ) → GL2(Fp ) is modular of weight σ, and that σ is strongly regular. Then

σ ∈W (ρ).

If σ ∈W (ρ) is strongly regular and non-ordinary, then it is a modular weight of ρ.

We refer the reader to Gee’s paper for the definition of “non-ordinary,” which is a

technical condition; “generically” weights are non-ordinary. We will briefly explain

why the hypothesis of kτ−2+e ≤ p −1 in Theorem 2.5 and that of strong regularity

in Gee’s theorem ultimately stem from the same source.

A representation ρ : Gal(Q/Q) → GL2(Fp ) that arises from a modular form of

weight 2 ≤ k ≤ p +1 and nebentype w is modular of weight detw ⊗Symk−2F
2
p . It is

now clear that Theorem 2.5 is a generalization of Fontaine’s Theorem 1.2 above, and

its proof follows the same method, although it works with Shimura curves rather than

modular curves and deals with complications introduced by the extra ramification.

Let B2(kp) ⊂ GL2(kp) be the upper triangular Borel subgroup, and choose a character

θ : B2(kp) → F
∗
p such that σp is a subquotient of Ind

GL2(kp)
B2(kp) θ. Then we find ρ inside a

suitable piece of Jac(XU bal
1 (p)×Up )[p∞], where

U bal
1 (p) =

{(
a b

c d

)
∈ GL2(Op) : a −1,c,d −1 ∈ p

}

and Up is the part of U away from p. This suitable piece is a vector space scheme

to which we can apply Raynaud’s theory [25] to obtain combinatorial restrictions

on ρ. Effectively we have lifted a mod p Hilbert modular form giving rise to ρ to

trivial weight, but at the price of raising its level to U bal
1 (p)×Up. In the process we

have lost information about σp and retained only θ. In fact, at this step of the proof

([28], Prop. 3.3) ρ is restricted to being precisely one of the Galois representations for

which one of the subquotients of Ind
GL2(kp)
B2(kp) θ is conjectured to be a modular weight,

which is the best possible result. Then we consider all characters θ such that σp

appears in Ind
GL2(kp)
B2(kp) θ and intersect the sets of permitted ρ’s. If the hypothesis that

kτ−2+ e ≤ p −1 for all τ ∈ I does not hold, then this intersection is too large and

contains ρ’s for which σ is not conjectured to be modular.
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Gee’s proof follows a completely different method and hinges on a variant of

one of Kisin’s modularity lifting results. Kisin’s functor from crystalline Galois rep-

resentations to a certain category of S-modules is only essentially surjective if the

Hodge-Tate numbers on both sides are restricted to {0,1}, and the needed modularity

lifting theorem is only available in this case. This forces Gee also to lift to weight 2,

work in weight 2, and deal with the same combinatorics at the end. The point is that

Theorems 2.5 and 2.6 are the best results obtainable by their methods of proof with

the available technology, except for ad hoc tricks such as the result of [27], which

allows one to prove a bit more when the residue field kp is small. In order to move

forward, it appears that one will need more general modularity lifting theorems.

2.3. A more conceptual formulation of the sets of modular weights. In this sec-

tion we will briefly discuss the structure of Herzig’s conjecture and how his ideas can

be used to restate Conjecture 2.3 more conceptually.

Let ρ : Gal(Q/Q) → GLn(Fp ) be a Galois representation that is tamely ramified at

p. Then ρ|Ip factors through the abelian group Ip /Pp , so it is a sum of characters.

The action of Gp on Ip /Pp by conjugation implies that if a character ψ : F∗pm → F
∗
p

appears in ρ|Ip , then so do all of its Galois conjugates. Hence there is a partition

n1 +·· ·+nr = n such that

ρ|Ip ∼


A1

A2

. . .

Ar

 ,

where each Ai is an ni ×ni diagonal matrix whose diagonal entries are a Galois

conjugacy class [ψi ] of characters F∗
pni → F

∗
p . This conjugacy class defines a cuspidal

characteristic zero representation Θ([ψi ]) of GLni (Fp ). Now let P ⊂ GLn(Fp ) be the

standard parabolic subgroup whose Levi subgroup is GLn1 (Fp )×·· ·×GLnr (Fp ). We

define a characteristic zero representation V (ρ|Ip ) of GLn(Fp ) by

V (ρ|Ip ) = Ind
GLn (Fp )
P (Θ([ψ1])⊗·· ·⊗Θ([ψr ])).

Let J H (V (ρ|Ip )) be the set of Jordan-Hölder constituents of the reduction modulo

p of V (ρ|Ip ). Its elements are irreducible Fp -representations of GLn(Fp ) – in other

words, weights. Herzig defines a class of regular weights analogous to that for GL2.

Roughly, a weight is regular if it does not lie on some boundaries of alcoves; for n = 2

the notion of regularity coincides with the one defined above. Then he defines an
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operator R sending the set of Serre weights into that of regular Serre weights and

conjectures ([15], Conj. 6.9) that the set of regular modular Serre weights of ρ is

R(J H(V (ρ|Ip ))).

Herzig also reformulates the conjecture of Buzzard, Diamond, and Jarvis in this

language. Given a tamely ramified ρ : Gal(Q/F ) → GL2(Fp ), for F a totally real field

in which p does not ramify, he defines a representation V (ρ|Ip ) of GL2(kp) such that

Wp(ρ) = R(J H(V (ρ|Ip ))) for an operator R acting on the appropriate set of local

Serre weights. Herzig’s restatement of the conjecture accounts for the non-regular

weights as well, at the price of R being multi-valued.

If Fp has ramification index e overQp , then given a tamely ramified Galois repre-

sentation ρ : Gal(Q/F ) → GL2(Fp ) it is shown in [30] that one can define a collection

V (ρ) of characteristic zero representations of GL2(kp) such that

Wp(ρ) = ⋃
V ∈V (ρ)

R(J H(V )).

The collection V (ρ) has at most e f elements, where f = [kp : Fp ].

3. Representations of GLn(M), for M a p-adic field

3.1. Notation. Let M/Qp be a finite extension, and denote by O its ring of integers,

by π a uniformizer, and by k the residue field. Set G = GLn(M), and let K denote the

maximal compact subgroup GLn(O ). Let Z ' M∗ be the center of G . Write Γ⊂ K for

subgroup of matrices congruent to the identity modulo π. Let N be the collection of

non-decreasing n-tuples of integers ν= (ν1, . . . ,νn), where 0 = ν1 ≤ ν2 ≤ ·· · ≤ νn . For

ν ∈ N , let αν ∈G be the matrix

αν =


1

πν2

. . .

πνn

 .

For 0 ≤ i ≤ n, let P i ⊂ GLn be the parabolic subgroup

P i =
{(

A 0

C D

)
: A ∈ GLi ,D ∈ GLn−i

}
.

In particular, P 0 = P n = GLn .
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Recall the Cartan decomposition of G into a disjoint union of double cosets of

K Z :

(2) G = ∐
ν∈N

K Zα−1
ν K .

Let B ⊂ G be the upper triangular Borel subgroup, and let T ⊂ B and U ⊂ B be

the diagonal torus and the unipotent radical, respectively. Let S = {βi : 1 ≤ i ≤ n −1}

be the standard set of simple roots of GLn ; here βi = ei −ei+1, where Xi j is the dual

basis of Mn(M)∗ and ei = Xi i |T .

Let W ' Sn be the Weyl group of GLn . We consider W as a subgroup of K via the

usual realization by permutation matrices. Let ŵ ∈ W be the element of greatest

length. Let ω : K → GLn(k) be the natural surjection. The Iwahori subgroup I ⊂ K is

the preimage of B(k) under ω, and we denote by I (1) ⊂ I the pro-p-Sylow subgroup.

If H ⊂G is an open subgroup and (τ,Vτ) is a smooth representation of H , then

we recall that the compact induction indG
Hτ is a smooth representation of G . A

model for it is the space S(G ,τ) of compactly supported locally constant functions

f : G →Vτ such that f (hg ) = τ(h) f (g ) for all g ∈G and h ∈ H . The G-action is given

by (g ′ f )(g ) = f (g g ′). For each v ′ ∈Vτ we can define an element f̂v ′ ∈ indG
Hτ by

(3) f̂v ′ (g ) =
{
τ(g )v ′ : g ∈ H

0 : g 6∈ H .

We observe that the set { f̂v ′ : v ′ ∈Vτ} generates indG
Hτ as a G-module.

3.2. Hecke algebras. In this section we recall some basic facts about Hecke algebras.

Let H ⊂ G be an open subgroup, and let (τ,Vτ) be a smooth representation of H .

Then we define

H (H ,τ) = EndG (indG
H (τ)).

Recall from section 2.2 of [3] that H (H ,τ) can be interpreted as a convolution

algebra as follows. Let HH (τ) be the space of functions ϕ : G → End
Fp

(Vτ) such that

1. For each v ∈ Vτ, the function ϕv : G → Vτ given by ϕv (g ) = ϕ(g )v is locally

constant on G and supported on a set of the form HC , where C ⊂G is compact.

2. For all g ∈G and all h1,h2 ∈ H , we have ϕ(h1g h2) = τ(h1)ϕ(g )τ(h2).

Given ϕ1,ϕ2 ∈HH (τ), we define their convolution ϕ2 ∗ϕ1 to be

(ϕ2 ∗ϕ1)(g )(v) = ∑
y∈G/H

ϕ2(y)ϕ1(y−1g )(v)
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for all g ∈ G and v ∈ Vτ. We recall the following result, which states that H (H ,τ)

and HH (τ) are isomorphic and that composition in the former corresponds to

convolution in the latter.

Proposition 3.1 ([3], Proposition 5). Given ϕ ∈HH (τ), define Tϕ ∈H (H ,τ) by

(4) Tϕ( f )(g ) = ∑
H x∈H\G

ϕ(g x−1) f (x) = ∑
y H∈G/H

ϕ(y) f (y−1g )

for all g ∈G and f ∈ S(G ,τ). Then the map

HH (τ) → H (H ,τ)

ϕ 7→ Tϕ

is an isomorphism of Fp -modules. Moreover, if ϕ1,ϕ2 ∈ HH (τ), then Tϕ2 ◦Tϕ1 =
Tϕ2∗ϕ1 .

Let σ be an irreducible Fp -representation of GLn(k). We can view σ as a rep-

resentation of K Z after inflating via ω and letting π act trivially. Let Vσ be the

representation space, and choose a highest weight vector v . Then v ′ = ŵ · v is a

lowest weight vector.

3.3. The structure of H (K Z ,σ) . Our immediate aim is to prove Proposition 3.5,

which states that the Hecke algebra H (K Z ,σ) is isomorphic to a polynomial algebra

Fp [T1, . . . ,Tn−1] in n −1 canonical generators. This was proved independently by

Herzig, who recently extended his result for GLn to a Satake isomorphism deter-

mining the structure of Hecke algebras H (K Z ,σ), where G is any connected split

reductive group, K ⊂ G is a maximal compact subgroup, and σ is an irreducible

mod p representation of K Z (see [16]). Nevertheless, we believe it is useful to write

down an explicit proof for GLn ; in particular, readers who are unfamiliar with the

representation theory of reductive groups may benefit from comparing the two

arguments.

Given ν ∈ N , we will define a linear transformation Uν of the vector space Vσ.

Let ω : K → GLn(k) be the natural projection, and set Pν =ω(K ∩α−1
ν Kαν). This is

a parabolic subgroup of GLn(k). Let Nν be its unipotent radical, let Lν ∈ Nν be the

Levi subgroup, and let Pν = LνNν be the opposite parabolic. Let J ⊂ S be the set of

simple roots corresponding to Lν.
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Let λ : T (k) → F
∗
p be the highest weight of σ= F (λ). For a weight µ, let (Vσ)µ ⊂Vσ

be the corresponding weight subspace. Then [17], II.2.11a states that

V Nν
σ = ⊕

α∈ZJ
(Vσ)λ−α.

It is easy to derive the analogous result for the negative standard parabolic sub-

groups. Recall that ŵ ∈W is the longest element of the Weyl group, and define J ′ ⊂ S

by J ′ = {βi :βn−i ∈ J }. If P J ′ ⊂ GLn(k) is the corresponding parabolic subgroup, then

Pν = ŵP J ′ ŵ
−1. Therefore, if λ̂= ŵλ is the lowest weight of Vσ, we have

(5) V Nν
σ = ŵ

( ⊕
α′∈ZJ ′

(Vσ)λ−α′

)
= ⊕
α∈ZJ

(Vσ)λ̂+α.

We define an endomorphism Uν of Vσ as follows. Let B be a basis of Vσ consisting

of weight vectors. Then for v ∈B we set

Uν(v) =
v : v ∈V Nν

σ

0 : v 6∈V Nν
σ .

By (5) this definition is independent of the choice of B. For each ν ∈ N , let ϕν ∈
HK Z (σ) be the function supported on the double coset K Zα−1

ν K that is determined

by ϕν(α−1
ν ) =Uν ∈ End

Fp
(Vσ).

Lemma 3.2 . The set {ϕν : ν ∈ N } is a basis of the Fp -vector space HK Z (σ).

Proof . The ϕν are linearly independent, so we only need to show that they span

HK Z (σ). Clearly it suffices to show that any non-zero element ϕ ∈HK Z (σ) whose

support consists of a sole double coset K Zα−1
ν K is a scalar multiple of ϕν.

As above, let Lν be the Levi subgroup of Pν ⊂ GLn(k). It is easy to see that V Nν
σ is

preserved by Lν. It is an irreducible Lν-module by the result of [31].

The definition of HK Z (σ) implies that for all k1,k2 ∈ K such that k1α
−1
ν =α−1

ν k2,

we have

(6) σ(k1)ϕ(α−1
ν ) =ϕ(α−1

ν )σ(k2).

In particular, for every k̄ ∈ Nν we may choose k1 ∈ ω−1(k̄) and k2 ∈ Γ such that

k1α
−1
ν = α−1

ν k2. Hence the image of ϕ(α−1
ν ) lies in V Nν

σ . Similarly, we can take k1

and k2 to lie in ω−1(l ) for any l ∈ Lν. Thus ϕ(α−1
ν )|

V Nν
σ

: V Nν
σ →V Nν

σ is an Lν-module

homomorphism, so by Schur’s lemma it is a scalar c ∈ Fp .
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Now suppose that v ∈Vσ is a weight vector that is not contained in V Nν
σ , and let µ

be the weight of v . Any t ∈ T (O ) ⊂ K commutes with α−1
ν , and hence we find that

σ(t )ϕ(α−1
ν )(v) =ϕ(α−1

ν )(σ(t )v) =µ(t )ϕ(α−1
ν )(v).

Hence ϕ(α−1
ν )(v) ∈ (Vσ)µ. But (Vσ)µ ∩V Nν

σ = 0, whence v ∈ kerϕ(α−1
ν ). We have

shown that ϕ(α−1
ν ) = cUν and hence that ϕ= cϕν. Moreover, it is easy to check that

ϕν is indeed an element of HK Z (σ).

Lemma 3.3 . The Hecke algebra H (K Z ,σ) is commutative.

Proof . We will show that HK Z (σ) is commutative using a Gelfand-type argument

suggested by Florian Herzig. Denote the transpose of a matrix g by g T . Recall that

Vσ is the representation space of σ. Following [17] II.2.12, we define V T
σ as follows:

as a vector space it is the dual space Hom(Vσ,Fp ), but the GLn(k)-action is defined

by (g f )(v) = f (g T v) for all g ∈ GLn(k) and f ∈ V T
σ . It is easy to see that V T

σ is an

irreducible GLn(k)-module. Since Vσ and V T
σ have the same highest weight, they

are isomorphic. Let α : Vσ → V T
σ be an isomorphism and let 〈,〉 : Vσ ×Vσ → Fp

be the corresponding non-degenerate bilinear form; for every v, v ′ ∈ Vσ, we have

(α(v))(v ′) = 〈v, v ′〉. It is easy to see that for all g ∈ GLn(k) we must have

(7) 〈v, v ′〉 = 〈g v, (g−1)T v ′〉.
As usual, we view V T

σ as a K Z -module. If A ∈ End
Fp

(Vσ), let AT : Vσ → Vσ be

given by AT (v) = α−1(α(v) ◦ A). Equivalently, AT is characterized by the relation

〈AT v, v ′〉 = 〈v, Av ′〉 for all v, v ′ ∈Vσ. From this it is easy to check that (AB)T = B T AT

for A,B ∈ End
Fp

(Vσ). Moreover, if ρ : K Z → Aut(Vσ) is the action of K Z on Vσ

and A = ρ(h) for h ∈ K Z , then 〈AT v, v ′〉 = 〈v,hv ′〉 = 〈hT v, v ′〉 by (7), and hence

AT = ρ(hT ).

If v and v ′ are weight vectors with weights λ : T (k) → F
∗
p and λ′ : T (k) → F

∗
p ,

respectively, with λ 6= λ′, then by (7) for all t ∈ T (k) we have 〈v, v ′〉 = 〈t v, t−1v ′〉 =
λ(t )(λ′)−1(t )〈v, v ′〉, and hence 〈v, v ′〉 = 0. Therefore, if B is a basis for Vσ consisting

of weight vectors and v, v ′ ∈ B , then for any ν ∈ N we have

〈Uνv, v ′〉 = 〈v,Uνv ′〉 =
{
〈v, v ′〉 : v, v ′ ∈V Nν

0 : otherwise.

It follows that U T
ν =Uν. We now define an involution ϕ 7→ ϕ̃ of HK Z (σ). For all

ϕ ∈HK Z (σ) and g ∈G we put ϕ̃(g ) = (ϕ(g T ))T . If h1,h2 ∈ K Z and g ∈G , then we see

that ϕ̃(h1g h2) = (ϕ(hT
2 g T hT

1 ))T =σ(hT
1 )Tϕ(g T )Tσ(hT

2 )T =σ(h1)ϕ̃(g )σ(h2), so that
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indeed ϕ̃ ∈HK Z (σ). Moreover, the map ϕ 7→ ϕ̃ is an anti-automorphism of HK Z (σ).

Indeed, as y runs over a set of coset representatives of G/K Z , so does z = g (yT )−1,

and hence we have:

(ãϕ1 ∗ϕ2)(g ) =
( ∑

y∈G/K Z
ϕ1(y)ϕ2(y−1g T )

)T

= ∑
y∈G/K Z

ϕ2(y−1g T )Tϕ1(y)T

(8)

= ∑
z∈G/K Z

ϕ2(zT )Tϕ1(g T (zT )−1)T = ∑
z∈G/K Z

ϕ̃2(z)ϕ̃1(z−1g ) = (ϕ̃2 ∗ ϕ̃1)(g ).

We claim that ϕ̃=ϕ for allϕ ∈HK Z (σ). Indeed, for any ν,µ ∈ N we have (α−1
ν )T =

α−1
ν and hence

ϕ̃µ(α−1
ν ) = (ϕµ(α−1

ν ))T =
{

Uµ : ν=µ
0 : ν 6=µ.

Therefore ϕ̃µ =ϕµ. Now (8) implies the commutativity of HK Z (σ).

If 1 ≤ i ≤ n −1, define ν(i ) ∈ N to be the vector (0, . . . ,0,1, . . . ,1) consisting of i

zeroes followed by n− i ones. We will write αi andϕi for αν(i ) andϕν(i ), respectively.

Let Tν ∈ H (K Z ,σ) be the operator corresponding to ϕν under the isomorphism

of Proposition 3.1, and write Ti for Tν(i ). Note that ω(K ∩α−1
i Kαi ) is the parabolic

subgroup P i ⊂ GLn(k) that was defined in the introduction.

Let Wi ⊂W be the subgroup of permutations that preserve the subsets {1, . . . , i }

and {i +1, . . . ,n}, and let Wi be a set of coset representatives of W /Wi . Then by the

Bruhat decomposition in GLn(k) we see that

GLn(k) = ∐
w∈Wi

U (k)wP i ,

where U is the unipotent radical of the lower triangular Borel subgroup. Lifting

to K , we can obtain a set of coset representatives for K /(K ∩α−1
i Kαi ) of the form⋃

w∈Wi {uw : u ∈ Λw }, where Λw is a subset of the lower triangular pro-p-Iwahori

subgroup I (1) ⊂ K .

Consider the reverse lexicographical ordering on N defined as follows. If ν =
(ν1, . . . ,νn) and ν′ = (ν′1, . . . ,ν′n), then ν′ ≺ ν if and only if there is some 1 ≤ r ≤ n such

that ν′r < νr and νi = ν′i for i > r . This gives a complete linear ordering of N . Observe

that for every ν ∈ N there exist only finitely many ν′ ∈ N such that ν′ ≺ ν. Note that

this ordering is not the opposite of the usual lexicographical ordering; perhaps it

would be clearer to call it the Hebrew lexicographical ordering.
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Lemma 3.4 . Let ν= ν(i ) for some 1 ≤ i ≤ n −1, and suppose that µ,λ ∈ N are such

that (ϕi ∗ϕµ)(α−1
λ

) 6= 0. Then λ¹µ+ν(i ), with respect to the ordering defined above.

Moreover, for each λ≺µ+ν(i ) there exists cλ ∈ Fp such that

ϕi ∗ϕµ =ϕµ+ν(i ) +
∑

λ≺µ+ν(i )
cλϕλ.

Proof . By definition of the convolution, we have that

(9) (ϕi ∗ϕµ)(α−1
λ ) = ∑

y∈G/K Z
ϕi (y)ϕµ(y−1α−1

λ ) = ∑
y∈Kα−1

i K /K

ϕi (y)ϕµ(y−1α−1
λ ).

A set of coset representatives of Kα−1
i K /K is given by {zα−1

i }, where z runs over

coset representatives of K /(K ∩α−1
i Kαi ) ' GLn(k)/P i . We saw above that such a

set is given by
⋃

w∈Wi Λw w , where Λw is a set of matrices that may be taken to be

lower triangular with ones on the diagonal. Let x ∈ Λw , and let u = x−1. Then

(xwα−1
i )−1α−1

λ
= αi w−1uα−1

λ
= w−1(wαi w−1)uα−1

λ
) = w−1C , where C = (ci j ) is a

lower triangular matrix whose elements are given by

ci j = ui jπ
νw−1(i )−λ j .

Since λ1 ≤ ·· · ≤ λn , we see that by adding integer multiples of the rightmost

column to the other columns, we can clear out the non-diagonal terms in the bottom

row. Proceeding in this way, we find that C = diag(c11,c22, . . . ,cnn)C ′, where C ′ ∈ K is

some lower triangular matrix. Now let s ∈W be a permutation such that

νw−1(s(1)) −λs(1) ≥ νw−1(s(2)) −λs(2) ≥ ·· · ≥ νw−1(s(n)) −λs(n)

and let κ j = νw−1(s(1)) −λs(1) − (νw−1(s( j )) −λs( j )). Then κ = (κ1, . . . ,κn) ∈ N , and we

have

(10) (xwα−1
i )−1α−1

λ = w−1sα−1
κ s−1C ′ ∈ Kα−1

κ K Z .

Observe that κ = κ(λ, w) depends on λ and w , although we did not indicate

this in the notation to avoid encumbering it further. It follows from the above

that if (ϕi ∗ϕµ)(α−1
λ

) 6= 0, then µ = κ(λ, w) for some w ∈ Wi . It is easy to see that

νw−1(s(1)) −λs(1) ∈ {0,1} and that we may assume that λ(s( j )) = λ j for all 1 ≤ j ≤ n.

Therefore κ j =µ j ≥λ j −1. This proves the first part of the lemma.

Moreover, we find that κ(λ, w) =λ−ν(i ) if and only if w ∈Wi belongs to the class

of the identity permutation. Then we may take Λw = {In} to consist of the identity

matrix. Therefore, if λ= µ+ν(i ), then the only non-zero term of the sum in (9) is

the one corresponding to y =α−1
i , and this term is clearly equal to UiUµ =Uλ. The

second part of our claim follows.
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Proposition 3.5 . As an Fp -algebra, H (K Z ,σ) is isomorphic to the ring

Fp [T1, . . . ,Tn−1] of polynomials in n −1 variables.

Proof . We will prove the equivalent statement that HK Z (σ) ' Fp [ϕ1, . . . ,ϕn−1]. We

saw in Lemma 3.3 that HK Z (σ) is commutative. By Lemma 3.2 the set {ϕν : ν ∈ N }

spans HK Z (σ), so it suffices to prove that each ϕν is contained in the subalgebra

generated by {ϕ1, . . . ,ϕn−1}.

We will argue by induction on ν with respect to the reverse lexicographical order-

ing. The claim is trivial for ν= (0, . . . ,0). Otherwise, let i ≤ n −1 be the largest integer

such that νi = 0. Then µ= ν−ν(i ) ∈ N . By Lemma 3.4, we know that

ϕν =ϕi ∗ϕµ−
∑
λ≺ν

cλϕλ

for some cλ ∈ Fp . Since µ≺ ν, our claim follows by induction.

Remark 3.6 . We remark that using the decomposition of V Nν
σ into weight spaces

from [17], II.2.11, it is possible to obtain an explicit recursive formula expressing

Tν in terms of T1, . . . ,Tn−1. Such a formula would be useful for any work involving

computations on the Hecke algebra H (K Z ,σ).

3.4. Realization of irreducible admissible representations of G . As before, if σ is

an irreducible Fp -representation of GLn(k), we inflate it to K via the map ω. Letting

the uniformizer π act trivially, we obtain a representation of K Z that we continue to

denote σ.

Lemma 3.7 . Let (ρ,Vρ) be a smooth irreducible representation of K Z . Then there

exist a unique unramified character χ : M∗ → F
∗
p and irreducible representation σ of

GLn(k) such that ρ = (χ◦det)⊗σ.

Proof . This is the same proof as in [3], Proposition 4. Since the uniformizer π lies in

the center of K Z , the operator ρ(π) is a K Z -module automorphism of Vρ . Hence,

by Schur’s Lemma, π acts as a scalar λ ∈ Fp . So ρ|K is still irreducible. Since the

congruence subgroup Γ ⊂ K is a pro-p group, the space of invariants V Γ
ρ is non-

trivial. Since it is a normal subgroup, V Γ
ρ is preserved by K , so by irreducibility it

must be all of Vρ . Thus ρ|K factors through K /Γ' GLn(k), so it is the inflation of a

unique irreducible representation σ of GLn(k). Let χ : F∗ → F
∗
p be the unramified

character defined by setting χ(π) =λ. Clearly, ρ = (χ◦det)⊗σ.
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Now let (ρ,Vρ) be an irreducible Fp -representation of G = GLn(M) with central

character. Since I (1) is a pro-p-group, Vρ has non-zero I (1)-invariants. Clearly I

preserves V I (1)
ρ and its action factors through the abelian quotient I /I (1), so there is

an eigenvector v ′ ∈V I (1)
ρ on which I acts via a character ε : I → F

∗
p . The map Vε →

Vρ |I given by 1 7→ v ′ corresponds by Frobenius reciprocity to a non-zero element

of HomK (indK
I ε,Vρ |K ). Let σ be an irreducible subrepresentation of indK

I ε. Since ρ

has a central character, there is a K Z -module homomorphism (χ◦det)⊗σ→Vρ |K Z

for a suitable unramified character χ. Applying Frobenius reciprocity again, we get a

non-zero, hence surjective, G-module homomorphism Φ : (χ◦det)⊗ indG
K Zσ→Vρ .

The functor Vρ 7→Vρ ⊗ (χ◦det) is an equivalence of categories from the category

of G-modules to itself. Hence EndG ((χ ◦det)⊗ indG
K Zσ) ' H (K Z ,σ). Recall from

Proposition 3.5 that H (K Z ,σ) is isomorphic to a polynomial ring Fp [T1, . . . ,Tn−1].

Theorem 3.8 . Let (ρ,Vρ) be an irreducible and admissible Fp -representation of G =
GLn(M) such that there exists a surjective G-module mapΦ : indG

K Zσ→Vρ , whereσ is

an irreducible Fp -representation of GLn(k). Then there exist scalars λ1, . . . ,λn−1 ∈ Fp

for which there is a G-module surjection

indG
K Zσ/(T1 −λ1, . . . ,Tn−1 −λn−1)indG

K Zσ→Vρ .

Proof . We need to show that the space HomG (indG
K Zσ,Vρ), which is non-trivial by

assumption, contains an eigenvector for the action of H (K Z ,σ). Since this Hecke

algebra is commutative by Lemma 3.3, it suffices to show that HomG (indG
K Zσ,Vρ) is

finite-dimensional.

Recall that Γ⊂ K acts trivially on σ. By Frobenius reciprocity we have

HomG (indK Z Gσ,Vρ) ' HomK Z (σ,Vρ |K Z ) = HomK Z (σ,V Γ
ρ ).

The subspace V Γ
ρ ⊂ V of invariants is finite-dimensional by admissibility of ρ,

and the theorem follows.

Remark 3.9 . In view of the remark before the statement of Theorem 3.8, the theorem

remains true if we replace indG
K Zσ by (χ◦det)⊗ indG

K Zσ for an unramified character

χ : M∗ → F
∗
p .

Remark 3.10 . When n = 2, the previous result was proved by Barthel and Livné [3]

without assuming admissibility. All irreducible complex representations of GL2(M)

are admissible, but is not known whether this is true for Fp -representations.
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4. Towards the mod p local Langlands correspondence

In this section, all representations are over Fp . Let M/Qp be a finite extension,

and maintain all the notation from the previous section. The Langlands philosophy

predicts roughly that there is a natural bijection as follows:{
n-dimensional reps.

of Gal(M/M)

}
π-

{
certain smooth admissible

irreducible reps. of GLn(M)

}
.

For complex representations, such a bijection was established by Harris and Tay-

lor [14]; on the left hand side in that case one considers Weil-Deligne representations

rather than Galois representations. A mod l correspondence for p-adic fields, when

l 6= p, has been given by work of Vignéras [33] and Emerton [9]. The l = p case is

considerably more involved. The bijection is then understood only when n = 2 and

M =Qp . We briefly describe the mod p local Langlands correspondence in this case.

We just showed in Theorem 3.8 above that any irreducible admissible repre-

sentation V of GLn(M) is a quotient of indG
K Zσ/(T1 −λ1, . . . ,Tn−1 −λn−1)indG

K Zσ

for some scalars λ1, . . . ,λn−1 ∈ Fp . We say that V is supersingular if this is true for

λ1 = ·· · =λn−1 = 0. All Fp -representations of GL1(M) are also considered supersin-

gular.

The non-supersingular representations of GL2(M) were classified by Barthel and

Livné for arbitrary M . When M =Qp , Breuil [5] proved that the indG
K Zσ/(T1)indG

K Zσ

are all irreducible, and that the only isomorphisms between them are precisely those

that are required to make the following definition well-defined.

Definition 4.1 . Given an irreducible representation ρp : Gal(Qp /Qp ) → GL2(Fp ), set

π(ρp ) = indG
K Zσ/(T1)indG

K Zσ, where σ is a modular weight of ρp .

Recall that we may speak, somewhat abusively, of the modular weights of a local

Galois representation, since the modular weights of ρ : Gal(Q/Q) → GL2(Fp ) are

determined by the restriction of ρ to Gp ' Gal(Qp /Qp ).

Thus we have obtained a natural bijection between irreducible two-dimensional

representations ρp : Gal(Qp /Qp ) → GL2(Fp ) and supersingular representations of

GL2(Qp ). In all other cases, rather little is known. In particular, there appear to

be far more supersingular representations of GLn(M) than there are irreducible

n-dimensional representations of Gal(M/M). The supersingular representations

are far from being classified; the indG
K Zσ/(T1, . . . ,Tn−1)indG

K Zσ are in general of

infinite length, even when n = 2, and their constituents are not understood. The

first construction of supersingular representations of GL2(M) was by Paskunas [24].
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Together with Breuil [6], they construct some representations, for p unramified in

M , of the form that one would expect to find on the right-hand side of the local

Langlands correspondence, but the picture is still very murky. In particular, it is not

known how to characterize the representations of GLn(M) that appear in the image

of the mod p local Langlands correspondence.

The strong connection between the mod p local Langlands correspondence

and Serre’s conjecture that is evident in Definition 4.1 should hold in general. An

argument of Emerton strongly suggests that for any irreducible ρ : Gal(M/M) →
GLn(Fp ), a non-zero surjection

indG
K Zσ/(T1, . . . ,Tn−1)indG

K Zσ→π(ρ)

exists if and only if σ is a modular weight of ρ.

We conclude with some questions for future work on the representation theory of

GLn(M). Recall that S = {βi : 1 ≤ i ≤ n −1} is the standard set of simple roots of GLn ;

here βi = ei −ei+1, where Xi j is the dual basis of Mn(M)∗ and ei = Xi i |T .

Given an irreducible representation V of GLn(M) and a surjective G-module

homomorphism Φ : indG
K Zσ/(T1 −λ1, . . . ,Tn−1 −λn−1)indG

K Zσ→ V , let IV ,Φ = {i ∈
[1,n −1] :λi = 0}. This induces a subset JV ,Φ ⊂ S consisting of the roots βi such that

i ∈ IV ,Φ. Let PV ,Φ ⊂ GLn be the standard parabolic subgroup associated to the set of

roots JV ,Φ. We conjecture that V arises from induction to GLn(M) of a representation

of PV ,Φ(M).

More precisely, suppose that PV ,Φ ⊂ GLn is the parabolic subgroup consisting of

elements of the form 
A1 ∗ ∗
0 A2

. . . ∗
0 0 AR

 ,

where n =∑R
r=1 nr is a partition and Ar ∈ GLnr . For each 1 ≤ r ≤ R, we let Gr ⊂G be

the image of GLnr (M) under the embedding

GLnr (M) → PV ,Φ ⊂ GLn(M)

Ar 7→


1 0

Ar

. . .

0 1

 .
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Let Zr ⊂ Gr be the center, and let Kr = GLnr (O ) ⊂ Gr be a maximal compact

subgroup. For convenience, we define Nr = ∑r
s=1 ns . If Vr is a representation of

GLnr (M) for each 1 ≤ r ≤ R , then we write V1⊗·· ·⊗VR for the inflation to PV ,Φ of the

obvious representation of its Levi subgroup GLn1 (M)×·· ·×GLnR (M).

For each 1 ≤ r ≤ R , we let σr be the following Fp -representation of GLnr (k), in the

standard Weyl-module notation:

σr = F (aNr −(nr −1), aNr −(nr −2), . . . , aNr ).

In other words, σr is generated as a Gr (k)-module by the highest weight vector

v ∈Vσ. Note that if nr = 1, then σr : M∗ → F
∗
p is just the character inflated from the

map k∗ → F
∗
p defined by x 7→ xaNr .

Conjecture 4.2 . Maintain the notations defined above. For each 1 ≤ r ≤ R, there

exists a supersingular irreducible Fp -representation Vr of GLnr (M) such that V is a

subquotient of the parabolic induction

indG
PV ,Φ

(V1 ⊗·· ·⊗VR ).

Moreover, each Vr is a quotient of indGr
Kr Zr

σr /(T r
1 , . . . ,T r

nr −1)indGr
Kr Zr

σr , where

T r
1 , . . . ,T r

nr −1 are the canonical generators of H (Kr Zr ,σr ).

Some progress towards results of this type has been made recently by Florian

Herzig. He is able to express the quotient indG
K Zσ/(T1 −λ1, . . . ,Tn−1 −λn−1)indG

K Zσ,

for many representations σ of GLn(k), as a parabolic induction from the predicted

parabolic subgroup of G .

The conjecture above expects the modular representation theory of GLn(M) to

have the same general structure as the complex representation theory. The basic

objects are the supersingular representations, and everything else can be built from

them by parabolic induction. At the present time, we have no understanding of

either the supersingular representations of GLn(F ) or the structure of the parabolic

inductions (except for the criterion of Rachel Ollivier [23] specifying exactly when

the induction of a character from a Borel subgroup is irreducible), but these are

beautiful and fruitful questions for research in the near future.
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TOWARDS LANGLANDS CORRESPONDENCE OVER FUNCTION FIELDS
FOR SPLIT REDUCTIVE GROUPS

Yakov Varshavsky
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Abstract . In this note I will describe our joint work with David Kazhdan on the global Langlands
correspondence over function fields for arbitrary split reductive groups.

Our main result asserts that for every pair (π,ω), where π is a cuspidal representation of G one
of whose local components is a cuspidal Deligne-Lusztig representation, andω is a representation
of the dual group, there exists a virtual Galois representation ρπ,ω, whose L-function equals the
L-function of the pair (π,ω).

1. Langlands correspondence

1.1 . Notation.
• X is a smooth projective geometrically connected curve over a finite field Fq of

characteristic p;

• K = Fq (X ) is a field of rational functions of X ;

• ΓK = Gal(K /K ) is the absolute Galois group of K , WK ⊂ ΓK is the Weil group of K ,

that is, WK is a dense subgroup of ΓK defined by WK := {σ ∈ ΓK |σ|
Fq

∈ FrobZq }.

• A=AK is the ring of adeles of K , that is,A is the restricted productA=∏′
u∈X Ku ,

where Ku is the completion of K at u;

• l is a prime number prime, different from p;

• G is a split reductive group over Fq ;
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• Ĝ = LG0 is the connected Langlands dual group over Ql , that is, Ĝ is a reductive

group over Ql such that the root datum of Ĝ is dual to the root datum of G . For

example, ĜLr = GLr , ŜLr = PGLr, �PGLr = SLr , �Sp2n = SO2n+1 (for a more detailed

discussion see, for example, [1]).

1.2 . Langlands conjecture. For every automorphic representation π of G(A) over

Ql there exists a continuous homomorphism ρπ : WK → Ĝ(Ql ), which is unramified

almost everywhere, such that [ρπ(Fru)]ss = cu(π) for almost all places u of K .

1.3 . Explanations.
(i) An automorphic representation is roughly speaking an irreducible subquotient

of the space of smooth functions G(K )\G(A) →Ql (for a precise definition, see [2]);

(ii) An irreducible admissible π ∈ Rep(G(A)) decomposes as a restricted tensor

product ⊗′
u∈Xπu , where

• each πu is a smooth irreducible representation of G(Ku);

• πu is unramified for almost all u, that is, πu is a representation G(Ku) → Aut(V )

such that V G(Ou ) 6= 0 (see [8]).

(iii) The Satake isomorphism associates to each smooth irreducible unramified

representation πu of G(Ku) a semi-simple conjugacy class cu(π) = c(πu) in Ĝ(Ql ).

Namely, the representation πu defines a homomorphism H (G(Ku),G(Ou)) →Ql ,

where H (G(Ku),G(Ou)) is the spherical Hecke algebra, hence by the Satake isomor-

phism (see for example [15, pp.18–24]) πu defines an element of

Hom(Ql [T̂ /W ],Ql ) ∼= T̂ (Ql )/W = Ĝ ss (Ql )/conjugacy.

(iv) A homomorphism ρπ : WK → Ĝ(Ql ) is called to be unramified at u ∈ X , if

Iu ⊂ Kerρπ, where Iu is the inertia group. (Notice that the inertia group is defined

up to a conjugacy). In this case, the conjugacy class [ρπ(Fru)] ∈ Ĝ(Ql )/conjugacy is

well-defined.

1.4 . Known cases. G = GL1 (Class Field Theory), G = GL2 (Drinfeld [6], [7], [5]),

G = GLr (Lafforgue [14]).

1.5 . Remarks. (a) The original conjecture of Langlands [15] goes into the opposite

direction. Namely, Langlands conjectured the existence of an automorphic repre-

sentation π (actually an L-packet of representations) associated to each continuous

homomorphism ρπ : WK → Ĝ(Ql ), which is unramified almost everywhere.

(b) One expects that each [ρπ(Fru)] is semi-simple. However, it is not known for

groups other than GL1.
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1.6 . A weaker form of the Langlands conjecture. For every automorphic represen-

tation π of G(A) and every algebraic representation ω of Ĝ , there exists a continuous

representation ρπ,ω :=ω◦ρπ of WK over Ql (unramified almost everywhere) such

that

(∗) Tr(ρπ,ω(Frm
u )) = Tr(ω◦ cu(π)m) for almost all u and all m ≥ 0.

1.7 . The goal of this lecture is to describe a weaker form of Conjecture 1.6, which is

proven in [9].

2. Formulation of the result

2.1 . First Main Theorem. Let π be a cuspidal automorphic representation of G(A)

such that πv is a cuspidal Deligne–Lusztig representation of G(Kv ) for some v ∈ X .

Then for every element ω ∈ Rep(Ĝ) there exists a virtual representation ρπ,ω ∈
Z[Rep

Ql
(WK )] satisfying (∗). Moreover, ρπ,ω belongs to Z[Rep

Ql
(ΓK )], if the central

character of π is of finite order.

2.2 . Remark. More generally, our result applies when πv belongs to a cuspidal L-

packet of G(Kv ), that is,πv belongs to a finite setΠ= (τ1, . . . ,τr ) of smooth irreducible

representations of G(Kv ) such that

(i) each τi is cuspidal;

(ii) each τi is induced from a compact mod center subgroup;

(iii) the sum of the characters
∑r

i=1χ(τi ) is stable on Gr ss (Kv ) (the set of regular

semi-simple elements).

Notice that it is conjectured in general and is known in most cases that assump-

tion (i) implies assumption (ii) (see [11]).

2.3 . Cuspidal Deligne-Lusztig representations. For a point x of the Bruhat–Tits

building of G(Kv ), we denote by Gx ⊂G(Kv ) the corresponding parahoric subgroup

(see, for example, [16]). (In the case when G is semi-simple and simply connected,

Gx is just the stabilizer StabG(Kv )(x)). Let Gx+ ⊂Gx be the pro-unipotent radical (that

is, the maximal normal pro-p-subgroup of Gx ), and let Gx be the reductive group

over Fq such that Gx (Fq ) =Gx /Gx+ .

By a cuspidal Deligne–Lusztig representation of G(Kv ) we mean the induced

representation IndG(Kv )
Gx Z (G)(Kv )(τ

0), where the restriction τ0|Gx is an inflation of an

irreducible cuspidal Deligne–Lusztig representation of Gx (Fq ) (see [4]). (Notice that

for such a τ0, the induced representation is irreducible and cuspidal).
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2.4 . Remark. Every cuspidal Deligne–Lusztig representation τ of G(Kv ) belongs to

some cuspidal L-packet (at least if p is good for G , for example, if p > 5). Namely,

there exists a finite setΠ= (τ1, . . . ,τr ) of cuspidal Deligne–Lusztig representations

G(Kv ) containing τ such that the sum
∑r

i=1χ(τi ) is stable on Gr ss (Kv ) (see [10]).

Here Gr ss ⊂G denotes the set of regular semi-simple elements of G .

2.5 . Our strategy will be to construct a scheme Xω over K , equipped with an ac-

tion of the group G(A), and to “realize” ρπ,ω as the “subquotient” of the virtual

intersection cohomology with compact support H∗
c (Xω, IC(Ql )).

3. Moduli spaces of F -bundles

We fix an n-tuple ω= (ω1, . . . ,ωn) ∈ Irr(Ĝ)n such that (⊗iωi )|Z (Ĝ) = 1. Following

[17], we are going to associate to this tuple a certain Deligne–Mumford stack FBunn,ω,

which is locally of finite type over X n .

3.1 . Informal definition. FBunn,ω classifies a G-bundle G on X , equipped with a

“rational Frobenius-linear endomorphism” ϕ such that the “pole of ϕ” is “bounded

by ω”.

3.2 . Formal definition. FBunn,ω classifies triples (G , x,ϕ), where

• G is a G-bundle on X ;

• x is an n-tuple (x1, . . . , xn) ∈ X n ;

• ϕ is an isomorphism τG |Xà{x1,...,xn }
∼→G |Xà{x1,...,xn } of G-bundles such that τG :=

φ∗
qG , where φq is the arithmetic Frobenius automorphism, and

“the relative position relxi (ϕ(τG ),G ) of ϕ(τG ) and G at xi is ≤ωi ”.

3.3 . Explanation. Explicitly, the last condition means the following: for every Weyl

representation Vµ of G of the highest weight µ, we denote by Eµ to be the corre-

sponding vector bundle G\[G ×Vµ] on X . Then ϕ gives rise to the isomorphism

ϕµ : τEµ|Xà{x1,...,xn }
∼→ Eµ|Xà{x1,...,xn } of vector bundles. Then the last condition of 3.2

means that

ϕµ(τEµ) ⊂ Eµ(
n∑

i=1
〈ωi ,µ〉xi ) for all µ.

Here we identify ωi ∈ Irr(Ĝ) with the corresponding dominant weight of Ĝ (the

highest weight), hence with the corresponding dominant coweight of G .
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3.4 . Examples. (a) Assume that ωi is trivial for all i . Then FBunn,ω is essentially a

product {discrete stack G(K )\G(A)/G(O)}×X n .

(b) Assume that G = GL1. In this case Irr(Ĝ) =Z, hence ω is an n-tuple

(k1, . . . ,kn) ∈Zn satisfying that
∑

i ki = 0. Then we have a Cartesian square

FBunn,ω −−−−−→ Pic Xy L

y
X n Oω−−−−−→ Pic0 X ,

where L is the Lang isogeny L 7→ τL ⊗L −1, while Oω is the map (x1, . . . , xn) 7→
O (

∑
i ki xi ).

(c) Assume that G = GLr , n = 2, ω1 is the standard representation of Ĝ = GLr , and

ω2 is the dual representation. In this case, FBunn,ω is the moduli space of F -sheaves

(defined in [6]), considered by Drinfeld and Lafforgue.

3.5 . Level structures. For each finite subscheme D ⊂ X we denote by FBunn,ω,D

the moduli space of quadruples (G , x,ϕ,ψ), where

• (G , x,ϕ) belongs to FBunn,ω×X n (X àD)n , and

• and ψ is a trivialization ψ : G |D ∼→G ×D commuting with ϕ (that is, ψ◦ϕ|D = τψ).

Then FBunn,ω,D is a finite Galois covering of FBunn,ω×X n (X àD)n with a Galois

group G(OD ).

3.6 . Basic virtual representation. Denote by Xω the inverse limit of the

FBunn,ω,D ’s. In other words, Xω classifies (G , x,ϕ) ∈ FBunn,ω together with “all level

structures”. Then Xω is a scheme over the generic point SpecFq (X n) of X n equipped

with an action of G(A).

Moreover, Xω is the inductive limit (with respect to open embeddings) of the

projective limit (with respect to finite etale morphisms) of quasi-projective schemes.

Therefore we can consider its virtual intersection cohomology with compact support

Vω =⊕i (−1)i V i
ω

:=⊕i (−1)i H i
c (Xn,ω, IC(Ql )),

which is a smooth virtual representation of G(A)×ΓFq (X n ).

3.7 . Example. In the example 3.4 (a) above, Xω is essentially the discrete scheme

G(K )\G(A), hence Vω is essentially the space of automorphic functions

Func(G(K )\G(A),Ql ). Thus Vω can be considered as a vast generalization of the

space of automorphic functions.
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4. The explicit form of the First Main theorem

4.1 . Set-up. For simplicity, we will assume from now on that G is semi-simple

and simply connected, hence Ĝ is adjoint. Then for every ω ∈ Irr(Ĝ) we associate a

scheme Xω over K , hence a smooth virtual representation Vω of G(A)×ΓK (see 3.6).

We fix a cuspidal automorphic π ∈ Rep(G(A)) of the form π=πv ⊗πv , where πv

is an irreducible admissible representation of G(Av ) and πv belongs to a cuspidal

L-packetΠ= (τ1, . . . ,τl ) of Deligne–Lusztig representations of G(Kv ) (see 2.4).

4.2 . Notation. (a) Set mcusp(Π⊗πv ) :=∑
τi∈Πmcusp(τi ⊗πv ), where

mcusp(τi ⊗πv ) := dimHomG(A)(τi ⊗πv ,Cusp(G(K )\G(A)))

is the multiplicity of τi ⊗πv in the cuspidal spectrum. By the assumption, mcusp(πv ⊗
πv ) 6= 0, hence mcusp(Π⊗πv ) 6= 0.

(b) Similarly, we define a virtual representation (Vω)Π⊗πv :=⊕τi∈Π(Vω)τi⊗πv of ΓK ,

where (Vω)τi⊗πv := HomG(A)(τi ⊗πv ,V ss
ω ) is the (τi ⊗πv )-isotypical component of

Vω.

(c) Set ρπ,ω := 1
mcusp(Π⊗πv ) (Vω)Π⊗πv ∈Q[Rep

Ql
(ΓK )].

Our First Main Theorem has the following explicit form:

4.3 . Second Main Theorem. TheQ-virtual representation ρπ,ω belongs to

Z[Rep
Ql

(ΓK )] and satisfies (∗).

4.4 . Remark. Our Second Main Theorem asserts that⊕
τi∈Π

(Vω)τi⊗πv ∼=
⊕
τi∈Π

mcusp(τi ⊗πv )ρπ,ω.

However, in general, (Vω)τi⊗πv is not isomorphic to mcusp(τi ⊗πv )ρπ,ω. For example,

even in the case of SL2 it might happens that (Vω)τi⊗πv 6= 0, while mcusp(τi ⊗πv ) = 0,

and vice versa.

4.5 . Conjecture. (a) (V i
ω)Π⊗πv = 0 for each odd i , hence ρπ,ω is a genuine represen-

tation and not just the virtual one.

(b) (V i
ω)Π⊗πv = 0 for all i 6= 0, thus π satisfies the Ramanujan conjecture.

(c) There exists a homomorphism ρπ : ΓK → Ĝ(Ql ) such that ρπ,ω =ω◦ρπ for all

ω.
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5. Strategy of the proof of the Second Main Theorem

5.1 . Reformulation. To show (∗), we need to calculate the trace Tr (ρπ,ω(Frm
u )).

For this it suffices to calculate Tr (h ×Frm
u ,Vω) for all h ∈ Hecke(G(A)) of the form

h = hu ⊗1G(Ov ) with hu ∈ Hecke(G(Au)).

Problem. FBunn,ω is not of finite type, hence Vω is not an admissible representa-

tion of G(A). Therefore the trace Tr(h ×Frm
u ,Vω) is not defined in general.

Solution. We set (Vω)Π =⊕τi∈Π(Vω)τi , where (Vω)τi :=⊕τi∈ΠHomG(Kv )(τi ,V ss
ω ) is

the τi -isotypical component of Vω.

Now we are ready to reformulate our Second Main Theorem.

5.2 . Third Main Theorem.
(a) (Vω)Π is an admissible representation of G(Av );

(b) For each u ∈ X , each hv,u ∈ Hecke(G(Au,v )) and each m, we have an equality

of traces

Tr(hv,u ⊗1u ×Frm
u , (Vω)Π) = Tr(hv,u ⊗hu(m,ω)⊗hv ,Cusp(G(K )\G(A))),

where hv is an explicit linear combination of matrix coefficients of the τi ’s, while

hu(m,ω) ∈ H (G(Ku),G(Ou)) is the image under the Satake isomorphism of the

function [g 7→ Tr(ω(g m))] ∈Ql [T̂ /W ].

5.3 . It is standard that our Third Main Theorem implies that the Q-virtual repre-

sentation ρπ,ω satisfies (∗). It remains to show that ρπ,ω ∈Z[Rep
Ql

(ΓK )]. For this we

consider for each n ∈N an n-tuple ω= (ω, . . . ,ω). Then it follows from the analog of

the Third Main Theorem for ω that

mcusp(Π⊗πv )(ρπ,ω� . . .�ρπ,ω) ∼= (Vω)Π⊗πv ∈Z[Rep
Ql

((ΓK )n)]

for all n ∈N, which implies that ρπ,ω ∈Z[Rep
Ql

(ΓK )].

5.4 . Sketch of the proof of the Third Main Theorem.

Step 1. Recall that τi = IndG(Kv )
Hi

(τ0
i ) for some finite dimensional representation

(τ0
i ,Wi ) of an open compact subgroup Hi ⊂ G(Kv ). Hence we can form an irre-

ducible perverse sheaf Li on Hi \Xω defined as the quotient under the diagonal

action of Hi \[ICω⊗Ql
Wi ]. By the adjointness of induction and restriction, the vir-

tual representations (Vω)τi and ⊕i (−1)i H i
c (Hi \Xn,ω,Li ) of G(Av )×ΓK are naturally

isomorphic.

Step 2. Since τi is cuspidal, Li is supported on a quasi-compact open subscheme

of Hi \Xω. (The proof of this assertion is very similar to the proof of the fact that
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every cuspidal function is compactly supported). It follows that each (Vω)τi and

hence also (Vω)Π is admissible, completing the proof of (a).

Step 3. It is enough to proof the equality of traces for each m sufficiently large.

Using Step 2 and a version of the Lefschetz Trace formula (which was proven in [18])

we get that Tr(hv,u ⊗1u ×Frm
u , (Vω)Π) can be expressed in terms of “fixed points”.

Step 4. Since (Vω)Π is admissible, it will suffice to show the Third Main Theorem

under the additional assumption that hv ′ is supported on Gr ss (Kv ′ ) for some v ′ 6=
v,u.

Then using explicit calculations, similar to those of Kottwitz [12], the explicit

description of ICω obtained in [17], and the fact that hv is cuspidal, we see that the

expression of Step 3 equals to∑
Oγv,u (hv,u) ·T Oδu ( fu(1,ω)) ·W Oγv (hv ),

where T O stands for twisted orbital integrals, and W O for weighted orbital integrals.

Step 5. Since
∑

i χ(τi )|G(K r ss
v ) is stable, we get that hv is stable and cuspidal, hence

the expression from Step 4 equals∑
SOγv,u (hv,u) ·ST Oδu ( fu(1,ω)) ·SW Oγv (hv ),

where SO, STO, and SWO means stable orbital integrals, stable twisted orbital inte-

grals and stable weighted orbital integrals, respectively. Hence the latter expression

is equal to ∑
SOγv,u (hv,u) ·SOγu ( fu(m,ω)) ·SW Oγv (hv )

(by the fundamental lemma for stable base change [3],[13]), hence to∑
Oγv,u (hv,u) ·Oγu ( fu(m,ω)) ·W Oγv (hv )

(using again the fact that hv is cuspidal and stable), hence finally to

Tr(hv,u ⊗BCn(ICω)⊗hv ,Cusp(G(K )\G(A))),

(using some simple form of the Arthur–Selberg trace formula).
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MAXIMAL SOBOLEV REGULARITY AT RADIAL POINTS
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Abstract . We establish precise regularity results for solutions to pseudodifferential equations with
real principal symbols near radial points, microlocally in the scale of H s Sobolev spaces. There
is the new phenomenon of maximal Sobolev regularity. We clarify this point by discussing how
the two distinguished parametrices that one has near a radial point, where the pseudodifferential
operator under study is of real principal type, extend into that radial point, and we provide
an analytic formula for maximal Sobolev regularity in terms of the principal and subprincipal
symbols.

1. Introduction

1.1. Statement of the main result. Let P ∈Ψm(X ) be a classical pseudodifferential
operator in a C∞ manifold X . We shall assume that its principal symbol pm =σm(P )
is real-valued and that P has simple characteristics, i.e., one has d pm 6= 0 everywhere
on T ∗X \ 0. Such operators are well studied under the stronger assumption that
P is of real principal type, in particular, one has d pm 6∥ α, where α = ξd x is the
canonical one-form on T ∗X \ 0. For instance, this class contains both elliptic and
strictly hyperbolic differential operators. On the contrary, much less is known if the
condition d pm 6∥α is violated. This is despite the fact that such situations arise in
applications as well, e.g., for differential operator of mixed elliptic-hyperbolic type.
Characteristic points in T ∗X \ 0 at which d pm ∥α holds are said to be radial for P .
As turns out, near radial points the behavior of solutions u to the equation Pu = f

October 2008.
2000 Mathematics Subject Classification . Primary 35A17; Secondary 35D10, 58J40.
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differs significantly from the behavior known for solutions to pseudodifferential
equations of real principal type.

Radial points were previously studied by GUILLEMIN-SCHAEFFER [3] with regard
to the propagation of C∞ singularities, and by STERNIN [11], see also [9].

To state our result, note first that our arguments will be strictly microlocal, i.e., we
shall work in the sheaf of microfunctions, neglecting C∞ contributions, and Fourier
integral operators, etc. will be defined only in open conic subsets of the cotangent
bundle. We fix a radial point ζ0 for P and make the assumption that no other ray near
R+ζ0 consists of radial points. A further genericity assumption will be added below.
Then the operator P is microlocally of real principal type near ζ0, with the direction
R+ζ0 removed. Moreover, the characteristic set p−1

m (0) is connected near ζ0, and
this remains true when the direction R+ζ0 is removed. According to DUISTERMAAT-
HÖRMANDER [1], there are two distinguished parametrices Ẽ± to P near ζ0 without
the direction R+ζ0, having the property that ∆∪Λ± are their respective wave front
relations. Here, ∆ denotes the diagonal in (T ∗X \ 0)2 near (ζ0,ζ0), and Λ± is the
flow-out from ∆∩ (pmπ j )−1(0) under Hpm in the positive (for Λ+) and negative (for
Λ−) directions, respectively, with π j : (T ∗X \ 0)2 → T ∗X \ 0 for j = 1,2 being the
projection onto the j th factor.

Remark . The parametrix construction of [1], see also [6], has been turned into a ge-
ometric (or symbolic) one by MELROSE-UHLMANN [8]. In fact, they characterized the
kernels of these parametrices as so-called one-sided paired Lagrangian distributions.
This construction was later improved by several people, see [4], [7].

We further set

(1.1) s0 = s0
P (ζ0) = ℜ(iσm−1

sub (P )(ζ0))

λ
+ m −1

2
,

where σm−1
sub (P )(ζ0) is the subprincipal symbol of P evaluated at ζ0, λ 6= 0 is the factor

appearing in the relation Hp =λR at ζ0, and m is the order of P .
Our main result states (upon an appropriate choice of orientation of the Hamilton

flow of P ):

Theorem 1.1 . Assume that no eigenvalue µ of Am−1
P (ζ0) satisfies ℜµ=λ/2 (see Sec-

tion 3.1 for the notation). Then the parametrices Ẽ± extend into the direction R+ζ0 to
provide parametrices E± to P such that

(1.2) WF′(E+) = (0×R+ζ0)∪WF′(Ẽ+), WF′(E−) = (R+ζ0 ×0)∪WF′(Ẽ−).

Furthermore,

(1.3)

{
E+ : H s−m+1(ζ0) → H s (ζ0), ∀s > s0,

E− : H s−m+1(ζ0) → H s (ζ0), ∀s < s0,
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and these mapping properties are optimal.

Remark . In general, the parametrices E± are not uniquely determined up to reg-
ularizing by condition (1.2). In fact, as shown in [3], there might be distributions

u ∈ H s0−0(ζ0) \ H s0
(ζ0) such that Pu ∈C∞(ζ0), and even

dim
{
u ∈ H s0−0(ζ0)

∣∣ Pu ∈C∞(ζ0)
}/

C∞(ζ0) =∞
is possible. (If u ∈ H s0

(ζ0) and Pu ∈C∞(ζ0), then already u ∈C∞(ζ0).)

The gain of m −1 derivatives in (1.3) is standard for parametrices to pseudodif-
ferential operators of real principal type. However, near a radial point this remains
valid only in a certain range of the Sobolev regularity s. Note that the relations s > s0

and s < s0 in (1.3) are opposite to each other. In particular, while E− f is defined

for all right-hand sides f , but E− f even for f ∈ C∞(ζ0) only belongs to H s0−0(ζ0)

and is in general not better, E+ f is defined only when f ∈ H s0+0(ζ0), i.e., when f is
sufficiently regular. This is further discussed in Section 2.2.

1.2. Interpretation of the result. The number s0 ∈ R from (1.1) has to be inter-
preted as maximal Sobolev regularity for P at ζ0, for the following reasons:

– Given f ∈ H s−m+1(ζ0) for some s > s0, there is one solution u = E+ f ∈ H s (ζ0)
to Pu − f ∈ C∞(ζ0), and this solution u is essentially unique (i.e., unique
modulo C∞(ζ0)),

– Any other solution u to Pu − f ∈ C∞(ζ0) belongs to H s0−0(ζ0), but does not

belong to H s0
(ζ0).

1.3. Examples. Here we briefly discuss two examples.

1.3.1. The Euler operator . For the Euler operator

L = xDx −α, x ∈R,

where α ∈ C, one has two radial points ζ0,± = (0,±1) ∈ T ∗R ∼= R2. Solutions u to
Lu = 0 are precisely the distributions that are homogeneous of degree iα. There is
one solution (x ∓ i 0)iα ∈C∞(ζ0,±), while, for any solution u that is not a multiple of
(x ∓ i 0)iα, one has u ∈ Hℜ(iα)+1/2−0(ζ0,±), but u ∉ Hℜ(iα)+1/2(ζ0,±).

For instance, for the Heaviside function H(x), one has iα= 0 and one has H(x) ∈
H 1/2−0

loc (R), while H(x) ∉ H 1/2(0). Similarly, for the Dirac distribution δ(x), one has

iα=−1 and δ(x) ∈ H−1/2−0(R), while δ(x) ∉ H−1/2(0).

Remark . The two solutions (x ∓ i 0)iα coincide when iα ∈N0, then yielding the C∞
(polynomial) solution u = xiα to Lu = 0.
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In this example, maximal Sobolev regularity equals s0 =ℜ(iα)+1/2 for both radial
points.

1.3.2. Mixed elliptic-hyperbolic equations . One motivation to study radial points
comes from the theory of differential equations of mixed elliptic-hyperbolic type.
For instance, let us consider a second-order differential operator

L = ∂2
x +k(x, y)∂2

y + c(x, y)∂y

in a domain Ω ⊆ R2, where k ∈ C∞(Ω;R), c ∈ C∞(Ω;C). Note that this operator
L is elliptic when k > 0 and strictly hyperbolic when k < 0. Its principal symbol
σ2(L)(x, y,ξ,η) = p(x, y,ξ,η) = −ξ2 −k(x, y)η2 is real-valued. Assuming that L has
only simple characteristics, i.e., one has dk 6= 0 whenever k = 0, then {k = 0} ⊂Ω is a
C∞ hypersurface, and the Hamiltonian vector field

Hp =−2ξ
∂

∂x
−2kη

∂

∂y
+kxη

2 ∂

∂ξ
+kyη

2 ∂

∂η

associated with p is radial at points where k = kx = 0, ξ = 0. Maximal Sobolev
regularity at such points is s0 =−ℜc(x, y)/ky (x, y)+3/2. In particular, if one wants
a solution u to Lu = f to belong to H 1(Ω) (which is natural if one thinks of f as a
function in L2(Ω)), one needs (in general at least) that ℜc(x, y)/ky (x, y) < 1/2 holds
at all points (x, y) ∈Ω, where k = kx = 0, irrespective of how regular the right-hand
side f and possible boundary data are. This is in strict contrast to the situation
known to be valid for elliptic and strictly hyperbolic equations.

Acknowledgment . This is a preliminary report on join work with MICHAEL RUZHAN-
SKY of Imperial College London, U.K.

2. Facts from microlocal analysis

We recall some facts from microlocal analysis. For details, the reader is referred
to [2], [6], [12].

2.1. Propagation of singularities. Let X , Y be C∞ manifolds and P : C∞
c (Y ) →

D′(X ) be a sequentially continuous linear operator. By the Schwartz kernel theorem,
such an operator possesses a distributional kernel KP ∈D′(X ×Y ,1X �Ω1

Y ), with 1X

being the trivial line bundle over X andΩ1
Y being the density bundle over Y , such

that
〈Pu, v〉 = 〈KP , v ⊗u〉, ∀v ∈C∞

c (X ,Ω1
X ), u ∈C∞

c (Y ).

One formally writes

Pu(x) =
∫

Y
KP (x, y)u(y).
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Noting that WF(KP ) ⊆ T ∗(X ×Y )\0 and identifying T ∗(X ×Y ) ∼= T ∗X ×T ∗Y , then
one introduces

WF′(P ) = {
(ζ,ζ′) ∈ T ∗X ×T ∗Y

∣∣ (ζ,−ζ′) ∈ WF(KP )
}

as well as

WFX (P ) = {
ζ ∈ T ∗X \ 0

∣∣ (ζ,0y ) ∈ WF(KP ) for some y ∈ Y
}
,

WF′
Y (P ) = {

ζ′ ∈ T ∗Y \ 0
∣∣ (0x ,−ζ′) ∈ WF(KP ) for some x ∈ X

}
.

Proposition 2.1 . Let u ∈ D′(Y ) satisfy WF(u)∩WF′
Y (P ) = ; and let the canonical

projection suppKP ∩ (
X × suppu

) → X be proper. Then Pu ∈ D′(X ) can uniquely
be defined in such a manner that whenever {um} ⊂ C∞

c (Y ) is a sequence satisfying
suppum ⊆ Z for all m, where the projection suppKP ∩ (X ×Z ) → X is proper, and
um → u as m →∞ in D′(Y ), then Pum → Pu as m →∞ in D′(X ). Moreover,

WF(Pu) ⊆ WF′(P )◦WF(u)∪WFX (P ).

Remark . If WFX (P ) = ; and WF′
Y (P ) = ;, then P extends to a continuous map

P : E ′(Y ) →D′(X ) satisfying P : C∞
c (Y ) →C∞(X ), and

WF(Pu) ⊆ WF′(P )◦WF(u).

The latter is just a statement on the propagation of singularities.

In particular, this remark applies to operators of real principal type.

2.2. The wave front relation near a radial point. Let P ∈Ψm(X ) be as above and
ζ0 ∈ T ∗X \ 0 be characteristic for P .

Definition 2.2 . ζ0 ∈ T ∗X \ 0 is called a radial point for P if d p and the canonical
1-form α= ξd x are collinear at ζ0, i.e.,

d p +λξd x = 0 at ζ0

for some λ ∈R, λ 6= 0. An equivalent condition states that Hp and the radial vector

field R = ξ∂/∂ξ are collinear at ζ0, i.e., Hpm =λξ ∂
∂ξ holds at ζ0.

Remark . We shall writeλm−1
P (ζ0) =λ. With ζ0 being radial, all points in the direction

of ζ0 are radial, and then

λm−1
P (νζ0) = νm−1λm−1

P (ζ0), ν> 0.

In conjunction with Proposition 2.1, an explanation for the apparently strange
behavior of parametrices near a radial point ζ0 is provided by the next result:
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Lemma 2.3 . Upon an appropriate choice of orientation of the Hamilton flow of P, the
closure of WF′(Ẽ±) in T ∗(X ×X )\0 contains the directions 0x0 ×R+ζ0 and R+ζ0×0x0 ,
respectively, where x0 is the image of ζ0 under the canonical projection T ∗X \ 0 → X .

Proof . For the sake of brevity, assume that m = 1, λ = λ0
p (ζ0) > 0. Then, in local

coordinates (x,ξ) near ζ0 = (x0,ξ0), the Hamilton flow is given by

(2.1) ẋ = ∂p1

∂ξ
, ξ̇=−∂p1

∂x
.

In particular, the solution to (2.1) with (x(0),ξ(0)) = (x0,ξ0) is (x(t ),ξ(t )) = (x0,eλtξ0),
and (x(t),ξ(t)) → (x0,0) as t →−∞. Hence, the result follows from the continuous
dependence of the solutions to (2.1) on the initial conditions.

Therefore, in the notation of Section 2.1, one necessarily has WF′
Y (E+) ⊇ R+ζ0

(where now Y = X ) and WFX (E−) ⊇ R+ζ0 for any extensions of Ẽ± as described in
Theorem 1.1. As turns out, one actually has equality in both instances, more precisely,
one has WF′

Y (E+) = R+ζ0, WFX (E+) =; and WF′
Y (E−) =;, WFX (E−) = R+ζ0. This

observation already indicates that it will not be possible to define E+ f for all f ∈ E ′,
whereas, in general, E− f ∉C∞ even for f ∈C∞

c . This heuristics is made precise in
Theorem 1.1.

3. Analytic properties of radial points

In this section, we prepare for the later reduction to normal forms and show
that the number s0 = s0

P (ζ0) as introduced in (1.1) behaves under multiplication
of P by elliptic pseudodifferential operators as well as under conjugation of P by
elliptic Fourier integral operators in a way that is consistent with its interpretation
as maximal Sobolev regularity. One of the difficulties in dealing with radial points
is that simple normal forms are only available in generic cases. This is related to
the well-known fact that C∞ vector fields cannot always be linearized near their
stationary points.

3.1. Classification of radial points. We now study the question to what extent the
operator P can be simplified near a radial point ζ0 by conjugating it with an elliptic
Fourier integral operator (e.g., think of a change of coordinates in X ). As the covector
α corresponds to the vector R under the identification of vectors and covectors by
means of the symplectic form σ = dα = dξ∧d x, it is clear that the factor λ is an
invariant of such a transformation. Another one is the subprincipal symbol of P at
ζ0,

σm−1
sub (P )(ζ0) = pm−1(x0,ξ0)− 1

2i

n∑
j=1

∂2pm

∂x j∂ξ j
(x0,ξ0).
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Here pm(x,ξ)+pm−1(x,ξ)+ . . . is the asymptotic expansion of the full symbol of P
when written out in coordinates (x,ξ) in T ∗X \ 0 associated with local coordinates x
in X .

Lemma 3.1 . Let J be an elliptic Fourier integral operator with underlying canonic
transformation χ : Γ→ χ(Γ), where Γ is an open conic neighborhood of ζ0 in T ∗X \ 0.
Then

σm−1
sub (JP J−1)(χ(ζ0)) =σm−1

sub (P )(ζ0),

where as usual J−1 denotes a parametrix to J .

Proof . This result which is well-known in case ζ0 is a double characteristic point
(i.e., when λ= 0) follows along the lines of the double characteristic case. See, e.g.,
[12, Chapter XV, §2].

There is, however, a third invariant. To define it, we first look at the situation of a
double characteristic point ζ1 for P , i.e., a point ζ1 ∈ T ∗X \0 at which pm = 0, d pm =

0. At such a point the fundamental matrix

(
∂2 pm
∂x∂ξ

∂2 pm
∂ξ2

− ∂2 pm
∂x2 − ∂2 pm

∂ξ∂x

)
(which is a symplectic

version of the Hessian of pm) is invariantly defined as the linearization

δHpm : Tζ1 (T ∗X \ 0) −→ Tζ1 (T ∗X \ 0)

of Hpm at ζ1. This approach does not work in the case of a radial point ζ0, but we
have the following substitute: We consider the vector field

Hpm +q(ζ)R

instead, where q : T ∗X \ 0 →R is homogeneous of degree m −1 and q(ζ0) =−λ (and
arbitrary otherwise).

Proposition 3.2 . The linearization

δ(Hpm +qR) : Tζ0

(
T ∗X \ 0

)−→ Tζ0

(
T ∗X \ 0

)
leaves the kernel α⊥ of the canonical 1-form α as well as the direction R+R of the
radial vector invariant. The induced map in Ê

ζ̂0 =α⊥/
R+R is independent of q, and

it is of the form

−λ/2+Am−1
P (ζ0)

where Am−1
P (ζ0) ∈ sp(Ê

ζ̂0 ).

Proof . A straightforward computation.
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Here, sp(Ê
ζ̂0 ) is the Lie algebra of infinitesimal linear symplectic transformation.

(Hence, −λ/2+Am−1
P (ζ0) ∈ csp(Ê

ζ̂0 ), with conformal factor −λ/2.) To justify the

last statement of Proposition 3.2, we need to note that the quotient α⊥/
R+R is

canonically identified with the contact hyperplane Ê
ζ̂0 ⊂ T

ζ̂0

(
S∗X

)
for the canonical

contact structure of the cosphere bundle S∗X , with ζ̂0 being the image of ζ0 under
the canonical projection T ∗X \ 0 → S∗X . In particular, Ê

ζ̂0 is a symplectic vector
space.

Remark . In case m = 1, the Hamiltonian vector Hpm is homogeneous of degree 0,

so it induces a contact vector field Ĥpm on S∗X which has a stationary point at ζ̂0.

In this case, −λ/2+A0
P (ζ0) is induced by the linearization of Ĥpm at ζ̂0.

Note that the eigenvalues of Am−1
P (ζ0) ∈ sp(Ê

ζ̂0 ) come in groups of either two,

namely µ, −µ if µ ∈R∪ iR, or four, namely µ, −µ, µ̄, −µ̄ if µ ∉R∪ iR. We now make a
genericity assumption which is of non-resonance type ruling out certain integral
combinations of eigenvalues of Am−1

P (ζ0):

Definition/Condition 3.3 . A radial point ζ0 is called generic if the eigenvalues of
Am−1

P (ζ0) are simple. Writing them as µ1,−µ1, . . . ,µn−1,−µn−1, it is further required
that the equation

mλ

2
= m1ℜµ1 +·· ·+mn−1ℜµn−1

admits no solution (m,m1, . . . ,mn−1) ∈Zn with m 6= 0. For an explanation, see [3].

Proposition 3.4 . Let P, P ′ ∈ Ψm(X ) and let ζ0 and ζ′0 be radial points for P and
P ′, respectively. If P near ζ0 and P ′ near ζ′0 are (microlocally) equivalent under
conjugation by a zeroth-order elliptic Fourier integral operator, then

(i) λm−1
P (ζ0) =λm−1

P ′ (ζ′0),

(ii) σm−1
sub (P )(ζ0) =σm−1

sub (P ′)(ζ′0),

(iii) There is a linear symplectic map V : Ê
ζ̂0 → Ê

ζ̂′0 such that

Am−1
P ′ (ζ′0) =V Am−1

P (ζ0)V −1.

If ζ0 and ζ′0 are generic, then these conditions are also sufficient.

Proof . That (i), (iii) are necessary was shown in [3]. That (ii) is likewise necessary as
well as sufficiency of all three conditions together in the generic case was added in
[10].

As a corollary, we further have from [3]:
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Proposition 3.5 . (a) By order reduction and conjugation by a zeroth-order elliptic
Fourier integral operator, P can generically be put into a normal form near ζ0, where
m = 2, ζ0 = (0;en), and

(3.1) P = 〈A∂x′ ,∂x′〉+2〈B x ′,∂x′〉∂xn +〈C x ′, x ′〉∂2
xn

+λxn∂
2
xn

+α∂xn .

Here x = (x ′, xn), A, B , C ∈ M(n −1;R) are constant (n −1)× (n −1) matrices, A = AT ,
C =C T , λ ∈R, and α ∈C.

(b) If, in addition, Am−1
P (ζ0)) has no purely imaginary eigenvalues, then a first-

order normal form is available. See (4.1) below.

Remark . (a) Assigning weight 1 to x ′ and weight 2 to xn , the operator P in (3.1)
becomes homogeneous of degree 2, including the first-order term. This observation
simplifies the analysis of this operator P considerably.

(b) Not all of the normal forms listed in (3.1) are inequivalent.

3.2. Invariance properties of s0 . We now check that formula (1.1) for s0
P (ζ0) is in-

variant under multiplication by elliptic pseudodifferential operators from both sides
(with order shift when multiplying from the right). Invariance under conjugation by
elliptic Fourier integral operators already follows from Proposition 3.4. As Fourier
integral operators act continuously in the scale H s of (L2-based) Sobolev spaces,
this is consistent with the interpretation of s0 as maximal Sobolev regularity.

Lemma 3.6 . Let Q j ∈Ψm j for j = 0,1 be elliptic pseudodifferential operators with
real principal symbols. Then

s0
Q1PQ0

(ζ0) = s0
P (ζ0)+m0.

Proof . Let q0 be the principal symbol of Q0. Then taking pm(ζ0) = 0 into account, a
straightforward computation shows that

σ
m+m0−1
sub (PQ0) =σm−1

sub (P )q0 + 1

2i

{
pm , q0

}
at ζ0,

where { , } denotes the Poisson bracket. But{
pm , q0

}= ∂pm

∂ξ

∂q0

∂x
− ∂pm

∂x

∂q0

∂ξ
=λξ ∂q0

∂ξ
=λm0q0 at ζ0

by assumption and Euler’s relation, where λ=λm−1
P (ζ0), so that

s0
PQ0

=
ℜ

(
iσm+m0−1

sub (PQ0)
)

λq0
+ m +m0 −1

2

= ℜ(
iσm−1

sub (P )q0
)+λm0q0/2

λq0
+ m +m0 −1

2
= s0

P +m0 at ζ0.

The proof of the relation s0
Q1P (ζ0) = s0

P (ζ0) is similar.
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Putting everything together, we obtain:

Corollary 3.7 . The number s0
P (ζ0) transforms in a way that is consistent with its

interpretation as maximal Sobolev regularity.

4. Sketch of proof of the main theorem

4.1. Reduction to normal form. Here we sketch the proof of Theorem 1.1 only in
a particular case, namely that ℜµ 6= 0 holds for all eigenvalues µ of Am−1

P (ζ0), and
that the radial point ζ0 is generic. In this case, a first-order normal form for the
operator P near ζ0 is available. General generic radial points with second-order
normal forms are treated by a different parametrix construction, which, in fact, is
inspired by calculations in [3, §7], while non-generic radial points are eventually
dealt with by a limiting procedure.

Remark . An exceptional case occurs when ℜµ = λ/2 for some eigenvalue µ of
Am−1

P (ζ0). Then, for instance in case m = 1, the topological properties of the flow of

Ĥp1 near the stationary point ζ̂0 are unstable under small perturbations of P . See
the remark following Proposition 3.2.

By order reduction and conjugating by an elliptic zeroth-order Fourier integral
operator, we can now assume that ζ0 = (0,en), m = 1, λ = −1, and Am−1

P (ζ0) =(
B 0
0 −B T

)
for some B ∈ M(n −1;R), where in addition B +B T > 0. This means that

P = 〈B x ′,Dx′〉+xnDxn +α, where α ∈C. We then write

(4.1) P = 〈Ax,Dx〉+α,

with A = (
B 0
0 1

) ∈ M(n;R) satisfying A+ AT > 0. For constructing the parametrix E+,
we further assume that s0 < 0, i.e., ℜ(iα)− trA/2 > 0. This is achieved with the help
of Lemma 3.6. In particular, ℜ(iα) > 0. We are then going to show that E+ : H s → H s

for all s ≥ 0.

Remark . In order to complete the proof, one still needs to show that E+ : H s (ζ0) →
H s (ζ0) holds also for s0 < s < 0. But having fixed such an s, one considers the
operator P ′ = Q1PQ0, where Q0 ∈Ψ−s , Q1 ∈Ψs are elliptic, and gets a parametrix
Q−1

1 E ′+Q−1
0 for P that is H s (ζ0)-continuous, with E ′+ being a parametrix for P ′ as

constructed before. These two parametrices for P differ by an operator K with
WF′(K ) ⊆ 00 ×Rζ0 and WF′(PK ) = WF′(K P ) =;. This provides enough information
to conclude that the kernel of K is an isotropic distribution for the isotropic sub-

manifold 00×(−Rζ0) ⊂ T ∗(X ×X ) and, moreover, it belongs to C∞(ζ0)⊗̂H−s0−0(−ζ0).

Thus, the difference E+−Q−1
1 E ′+Q−1

0 maps H s0+0(ζ0) to C∞(ζ0). Hence, E+ is H s (ζ0)-
continuous along with Q−1

1 E ′+Q−1
0 .
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4.2. Construction of E+ . Let

E+ f (x) = i
∫ 1

0
t iα f (t A x)

d t

t
, f ∈C∞(Rn).

For ℜA > 0, one has that limt→+0 f (t A x) = f (0), and the integral on the right-hand
side is well-defined.

Lemma 4.1 . E+ is a two-sided inverse to P as an operator in C∞(Rn).

Proof . Indeed, one has

PE+ f (x) =
∫ 1

0
t iα (〈At A x, (∂x f )(t A x)〉+ iα f (t A x)

) d t

t

=
∫ 1

0

d

d t

(
t iα f (t A x)

)
d t = f (x).

The proof that E+P = idC∞(Rn ) is similar.

Lemma 4.2 . The operator E+ is H s (Rn)-continuous for all s ≥ 0.

Proof . A straightforward calculation shows that∥∥ f (t A x)
∥∥

s ≤Cs t−trA/2‖ f ‖s , t ∈ (0,1],

for any s ≥ 0 with some constant Cs > 0. One then gets

‖E+ f ‖s ≤Cs

∫ 1

0
tℜ(iα)−trA/2−1 d t ‖ f ‖s =C ′

s ‖ f ‖s

because of ℜ(iα)− trA/2 > 0.

Lemma 4.3 . The operator E+ coincides with Ẽ+ away from radial directions. (Here
coincidence is meant in the microlocal sense, i.e., up to regularizing.)

Proof . For E+ is a parametrix to P , its wave front relation WF′(E+) is contained

in ∆T ∗X \0 ∪
{
(x,ξ, t A x, t−AT

ξ)
∣∣ 〈Ax,ξ〉 = 0, t > 0

}
away from radial directions. By

uniqueness of Ẽ+ up to regularizing, the statement of the lemma is equivalent to
saying that in the latter relation one actually has t ∈ (0,1], and for that it is enough

to show that (x,ξ, t A x, t−AT
ξ) ∉ WF′(E+) for some (t , x,ξ) ∈R+×T ∗Rn \ 0 satisfying

〈Ax,ξ〉 = 0 and t > 1.
The kernel of E+ equals

(4.2) i
∫ 1

0
t iαδ(y − t A x)

d t

t
,

i.e., it is the push-forward of i t iα−1+ H(1− t)⊗δ(y − t A x) under the projection R×
Rn ×Rn → Rn ×Rn , (t , x, y) 7→ (x, y). Now δ(y − t A x) for fixed t > 0 has wave front
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relation
{
(x,ξ, t A x, t−AT

ξ)
∣∣ (x,ξ) ∈ Rn × (Rn \ 0)

}
, and as integration in (4.2) is over

t ∈ (0,1], the result follows.

4.3. Construction of E− . There are two possibilities for obtaining E−. One is by
defining E− as the adjoint to E∗+, where E∗+ is constructed for the formally adjoint
P∗ = 〈Ax,Dx〉+ ᾱ− i trA to the operator P by using of the following obvious fact:

Lemma 4.4 . One has
s0

P∗ (ζ0) =−s0
P (ζ0).

Then, by duality, statements E∗+ : H s (ζ0) → H s (ζ0) for s >−s0
P (ζ0) are translated

to statements E− : H s (ζ0) → H s (ζ0) for s < s0
P (ζ0), and vice versa.

The other possibility is by writing down the parametrix E− explicitly. Now assum-
ing s0 > 0, i.e., ℜ(iα)− trA/2 < 0, this parametrix is of the form

E− f (x) =−i
∫ ∞

1
t iα f (t A x)

d t

t
, f ∈C∞

c (Rn).

The relevant estimate becomes
∥∥ f (t A x)

∥∥
s ≤Cs t−trA/2‖ f ‖s for all t ≥ 1, where s ≤ 0.
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ELLIPTIC GAMMA FUNCTION PROVIDES THE ČECH COCYCLE OF A
GERBE
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Abstract . G. Felder and A. Varchenko discovered certain modular formulas for elliptic gamma
functions. These identities are generalized to an infinite set of identities for elliptic gamma
functions associated to pairs of planes in 3-dimensional space in [2]. There we also use the
language of stacks and gerbes to give a natural framework for a systematic description of these
identities and their domain of validity. In this note I summarize the work in [2] with an emphasize
on the Čech open covers.

1. Introduction

The elliptic gamma function [6] is a function of three complex variables obeying

Γ(z +σ,τ,σ) = θ0(z,τ)Γ(z,τ,σ),

θ0(z,τ) =
∞∏

j=0
(1−e2πi (( j+1)τ−z))(1−e2πi ( jτ+z)).

In [3] three-term relations for Γ involving ISL3(Z)= SL2(Z)nZ3 were discovered,

generalizing the modular properties of theta functions under ISL2(Z)=SL2(Z)nZ2.

In [2], we show that these identities are a special case of a set of three-term

relations for a family of gamma functions Γa,b , which are interpreted geometrically

as giving a meromorphic section of a hermitian gerbe on the universal triptic curve.

November 2008.
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The result generalizes the fact that the theta function θ0 is a section of a hermitian

line bundle on the universal elliptic curve. We call this gerbe gamma gerbe.

2. Enlarged gamma function family

We describe gamma gerbe by the enlarged gamma function family. For a,b

linearly independent in the set Λpr i m of primitive vectors (namely not multiples of

other vectors) in the lattice Λ=Z3, there is a unique primitive γ ∈Λ∨
pr i m in the dual

lattice such that det(a,b, ·) = sγ for some s > 0. For w ∈C, x ∈Λ⊗C=C3 for which

the products converge we define

Γa,b(w, x) :=
∏
δ∈C+−/Zγ(1−e−2πi (δ(x)−w)/γ(x))∏
δ∈C−+/Zγ(1−e2πi (δ(x)−w)/γ(x))

,

where C+− =C+−(a,b) = {δ ∈Λ∨|δ(a) > 0,δ(b) ≤ 0} and Zγ acts on it by translation.

We set similarly C−+(a,b) = C+−(b, a). We define Γa,±a = 1. The function Γa,b is

meromorphic on C× (U+
a ∩U+

b ), where U+
a ’s are calfully chosen as

U+
a = {x ∈C3|Im(α(x)β(x)) > 0}

for any oriented basis α, β of the plane δ(a) = 0. It is easy to check that U+
a is

independent of the choice of α and β.

For linearly independent a,b ∈Λpr i m , Γa,b is a finite product of ordinary elliptic

gamma functions:

(1) Γa,b(w, x) = ∏
δ∈F /Zγ

Γ

(
w +δ(x)

γ(x)
,
α(x)

γ(x)
,
β(x)

γ(x)

)
,

for any α,β ∈ Λ∨ satisfying α(b) = β(a) = 0 and α(a) > 0 β(b) > 0, F = {δ ∈ Λ∨|0 ≤
δ(a) <α(a),0 ≤ δ(b) <β(b)}.

3. The geometry of the universal triptic curve

Let X be the total space of the line bundle O(1) → (CP 2 −RP 2). Geometrically

we think of O(1) as the dual bundle to the tautological line bundle and of CP 2 as

the projectivization of ΛC =Λ⊗ZC, where Λ=Z3 is a free abelian group of rank 3

equipped with a volume form det : ∧3Λ→ Z. The group Aut(Λ) ∼= SL3(Z) of linear

transformations of ΛC mapping Λ to itself and preserving the volume form, acts

naturally on X . The dual lattice Λ∨ = Hom(Λ,Z) ∼=Z3 ⊂ V ∗
C

acts on O(1) fiberwise

by translation and we get an action of Aut(Λ) nΛ∨ ∼= ISL3(Z). More explicitly, this
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group acts linearly on C×VC via (g ,µ)(w, x) = (w −α(x), g x), and this action induces

an action on X = (C× (VC−C ·VR))/C×. We will later learn that X = [X /I SL3(Z)] is

the universal triptic curve. In this section we first study the geometry of this stack.

The complex manifold X has a natural ISL3(Z)-equivariant open covering V =
(Va)a∈Λp labeled by the set of primitive vectorsΛp inΛ: for a ∈Λp , Va = {(w, x) |x ∈
U+

a }/C×. Our extended elliptic gamma functions Γa,b will give some Čech cocycle

with respect to this ISL3(Z)-equivariant open covering V = (Va)a∈Λp . We first prove

some properties of Va ’s.

Proposition 3.1 . For any a1, . . . , ap ∈Λp , ∩kV +
ak

is either empty or contractible.

Proof . Let Ũ+
a =U+

a /C×. The Va are trivial line bundles over Ũ+
a so it is sufficient to

prove the claim for Ũ+
a .

We divide the proof into two cases:

Case 1: Suppose there are three linearly independent elements in {ak }. Since a SL3(Q)

transformation of R3 ⊃ Λp will not change the topology of ∩kŨ+
ak

, and any three

linearly independent rational vectors can be transformed to the basis vectors under

SL3(Q), we might as well assume that they are e1,e2,e3. Then ∩iŨ+
ei
= {[(x1, x2, x3)] :

Im(x1x̄2) > 0,Im(x2x̄3) > 0,Im(x3x̄1) > 0}. We may assume that x3 = 1, x1 = r1e−iφ

and x2 = r2e iψ with r1,r2 > 0. Then the above set is exactly the set where

(2) 0 <φ<π, 0 <ψ<π, 0 < 2π−φ−ψ<π,

and r1,r2 ∈ R+. This gives us the constraint on (φ,ψ) that it is inside a triangle ∆

bounded by three lines defined by the above linear equations in the R2 and no

constraint on r1 and r2.

Any other vector ak can be written as ak = sk e1 + tk e2 +uk e3 with sk , tk ,uk ∈Q.

Assume at first that uk 6= 0. Then a basis in H(ak ) can be chosen as α= ukε1 − skε3

and β= ukε2 − tkε3. Then Ũ+
ak

gives us the constraint that

Im((uk x1 − sk x3)(uk x̄2 − tk x̄3)) > or < 0,

depending on the orientation of α and β. This inequality is equivalent to

(3) sin(ψ)skρ1 + sin(φ)tkρ2 − sin(ψ+φ)uk > or < 0,

where ρi = r−1
i . Notice the symmetry of this inequality. In fact, we will arrive at the

same inequality if we assume sk 6= 0 or tk 6= 0. Therefore for a fixed value of (φ0,ψ0),

the restriction of ρi ’s is given by a series of linear equations on R2. Hence ρi ’s have

to be in a certain polygon P in R2.



164 Symmetries in Algebra and Number Theory, 2008

With the condition (2), we observe that
(

sinφsin(φ0+ψ0)
sinφ0 sin(φ+ψ) ρ1, sinψsin(φ0+ψ0)

sinψ0 sin(φ+ψ) ρ2

)
satisfies

(3) at point (φ,ψ) as long as (ρ1,ρ2) satisfies (3) at the point (φ0,ψ0).

Then it is easy to see that the following map ∩kŨ+
ak

→∆×P is a homeomorphism:

[(ρ−1
1 e−iφ,ρ−1

2 e iψ,1)] 7→ (φ,ψ,
sinφsin(φ0 +ψ0)

sinφ0 sin(φ+ψ)
ρ1,

sinψsin(φ0 +ψ0)

sinψ0 sin(φ+ψ)
ρ2).

Case 2: Suppose that all ak ’s lie in the same plane. Since Ũ+
a is homeomorphic to

Ũ+
e1

which is C×H+ where H+ is the upper half plane, the claim is trivial in the case

that all ak lie on the same line. By [2, Lemma 3.9] the intersection is empty if all of

ak ’s do not lie on the same side of some plane. So after a SL3(Q) transformation,

we can assume a1 = e1 and a2 = e2 and everything else lies in between, namely

ak = sk e1 + tk e2 with sk , tk ∈Q+. Ũ+
e1
∩Ũ+

e2
consists of points such that Im(x1x̄3) < 0

and Im(x2x̄3) > 0. After normalizing x3 to 1, Ũ+
e1
∩Ũ+

e2
is simply H+× H−. On the

other hand, an oriented basis of the plane H(ak ) := {α(a) = 0} ⊂Λ∨ can be chosen

as skε2 − tkε1 and ε3. So Im(sk x2 − tk x1)x̄3 > 0 always holds, namely Ũak ⊂ Ũ+
e1
∩Ũ+

e2
.

Therefore, in this case, ∩Ũak = Ũ+
e1
∩Ũ+

e2
= H+×H− is contractible.

Proposition 3.2 . For any a1, . . . , ap ∈Λp , ∩kV +
ak

is either empty or Stein.

Proof . Submanifolds of Cn given by | f j (z)| < 1, for f1, ..., fk holomorphic are do-

mains of holomorphy [5, Theorem 2.5.13]. Domains of holomorphy are Stein mani-

folds. The open sets Va are isomorphic as complex manifolds to H ×C×C, where H

is the upper half plane. Hence Va is a domain of holomorphiy with k = 1, f1(z) = e i z1 .

By [5, Cor. 2.5.7] finite intersections of domains of homolorphy are domains of

holomorphy again.

Analytic coherent sheaves (such as O ) on Stein manifolds have vanishing co-

homology in positive degree [5, Theorem 7.4.3]. If we have a contractible Stein

manifold we reach the same conclusion for O× with the long exact sequence. Hence

our covering V is a good covering in the sense that H>0(∩kV +
ak

,O×) = 0. This implies

that the Čech cohomology with respect to V

H̆•
V (X ,O×) = H•(X ,O×),

calculate the sheaf cohomology of X .
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4. Main theorems

The functions Γa,b satisfy cocycle conditions generalizing the three-term relations

of [3]:

Γa,b(w, x)Γb,a(w, x) = 1, x ∈U+
a ∩U+

b ,(4)

Γa,b(w, x)Γb,c (w, x)Γc,a(w, x) = exp

(
−πi

3
Pa,b,c (w, x)

)
, x ∈U+

a ∩U+
b ∩U+

c ,

where Pa,b,c (w, x) ∈ Q(x)[w] can be explicitly described in terms of the Bernoulli

polynomial B3,3, see [2]. Moreover the gamma functions obey cocycle identities

related to the action of the group ISL3(Z) = SL3(Z) nZ3. Fix a framing of Λpr i m ,

namely for each a ∈Λpr i m a choice of oriented basis (α1,α2,α3) ofΛ∨⊗R such that

α1(a) = 1, α2(a) =α3(a) = 0. Let

∆a((g ,µ); w, x) =
µ(g−1a)−1∏

j=0
θ0

(
w + jα1(x)

α3(x)
,
α2(x)

α3(x)

)
,

where (g ,µ) ∈ ISL3(Z) = SL3(Z)nZ3. Then we have

(5)
Γa,b(w +µ(g−1x), x)

Γa,b(w, x)
= eπi Pa,b ((g ,µ);w,x)∆a((g ,µ); w, x)

∆b((g ,µ); w, x)
,

(6) ∆a(ĝ ĥ; w, x) = e2πi Pa (ĝ ,ĥ;w,x)∆a(ĝ ; w, x)∆a(ĥ; w −µ(x), g x),

where ĝ = (g ,µ), ĥ = (h,ν) and Pa,b , Pa are again inQ(x)[w].

By equations (4) (5) (6) we have:

Theorem 4.1 . There is an ISL3(Z)-equivariant Čech 2-cocycle

(φa,b,c ,φa,b ,φa) = (e−
2πi
3! Pa,b,c (w,x),e−

2πi
2! Pa,b ((g ,µ);w,x),e−2πi Pa ((g ,µ),(h,ν);w,x)),

in C 2
ISL3(Z)(V ,O×). The image of φ in the equivariant Čech complex with values in the

sheaf M× of invertible meromorphic sections is the coboundary of the equivariant

cochain (Γa,b ,∆a) ∈C 1
ISL3(Z)(V ,M×).

The gamma gerbe G is the holomorphic equivariant gerbe on X corresponding

to φ. Equivalently, it is a holomorphic gerbe on the stack X = [X /ISL3(Z)].

More geometrically, if we view gerbes over stacks as central extensions of group-

oids, then G is presented by a groupoid R âU0 fitting in the central extension of

groupoids over U0:

1 →C××U0 → R →U1 → 1,
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where U0 = tVa , U1 = U0 ×X ×(ISL3(Z)× X )×X U0, R = tLa,b ⊗Lb(g )−1 with La,b ,

Lb(g ) the C×-bundles with transition functions φa,b,cφ
−1
a,b,d (on (Va ∩Vb)∩Vc ∩Vd )

andφb,b′ (g ,−)φ−1
b,b′′ (g ,−) (on Vb∩Vb′∩Vb′′ ) respectively. Notice that U1 =∪Wg ,a,g−1b

where Wg ,a,g−1b = {(g , y)|y ∈ Va , g−1 y ∈ Vg−1b}. Then Γa,b∆
−1
b provides a meromor-

phic groupoid homomorphism U1 → R, hence Γ’s and ∆’s can be viewed as a mero-

morphic section of G . A hermitian structure of a gerbe in this language is simply a

hermitian structure of the complex line bundle associated to the central extension.

There is a unique compatible connective on a hermitian gerbe and its curvature

represents the Dixmier-Douady class of the gerbe.

Theorem 4.2 . Using the notation in (1), there is a hermitian structure ha,bh−1
b on G

with

ha,b(w, x) = ∏
δ∈F /Zγ

h3

(
w +δ(x)

γ(x)
,
α(x)

γ(x)
,
β(x)

γ(x)

)
and

ha((g ,µ); w, x) =
µ(g−1a)−1∏

j=0
h2

(
w + jα1(x)

α3(x)
,
α2(x)

α3(x)

)
,

where hn are defined by Bernoulli polynomials:

hn(z,τ1, . . . ,τn−1) = exp
(−(4π/n!)Bn−1,n(ζ, t1, . . . , tn−1)

)
,

with ζ= Im z, t j = Imτ j .

Moreover, as with line bundles, we can construct the gamma gerbe G via (pseudo)-

divisors. A triptic curve E is a holomorphic stack of the form [C/ι(Z3)] with ι :Z3 →C

a map of rank 2 over R. An orientation of a triptic curve E is given by a choice

of a generator of H 3(E ,Z) ∼= Z. Then the stack T r := [(CP 2 −RP 2)/SL3(Z)] is the

moduli space of oriented triptic curves. The stack X = [X /ISL3(Z)] is the total space

of the universal family of triptic curves over T r . Given an étale map U → E , let

ZU = 0×E U . ZU is naturally a discrete subset of a principal oriented R-bundle on

U . Then a pseudodivisor on U is a function D : ZU → Z such that if lim yn = +∞
(resp. −∞) for a sequence yn in ZU with compact support in U then limD(yn) = 1

(resp. −1). The notion of positive/negative infinity is derived from the orientation

of the fibres of the R-bundle. We can globalize this to X , namely for an étale map

U → X , a pseudodivisor on U is a function D : T r ×X U → Z such that for every

point q → T r with corresponding fibre E = q ×T r X , the restriction q ×X U is a

pseudodivisor on U ×X E . Then for two such Di ’s, the pushforward p∗(D1 −D2) is a
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divisor on U , hence can be used to twist a line bundle L to L(p∗(D1 −D2)), where

p : T r ×X U →U . Using the categorical description of gerbes in [1], we then have

Theorem 4.3 . The gamma gerbe G is a gerbe over X made up by the following data:

for U with an étale open map U →X ,

Ob j (GU ) = {(L,D)| L is a line bundle on U and D a pseudodivisor},

Mor (GU )((L1,D1) → (L2,D2)) = Γ×(U ,
(
L∗

1 ⊗L2
)
(p∗(D2 −D1)),

the invertible holomorphic sections.

We also have the following theorems calculating various cohomology groups and

Diximer-Douady classes of the gamma gerbes or its restriction.

Theorem 4.4 . Let Er = C/ι(Zr ), where x j = ι(e j ), the images of the standard basis

vectors, are assumed to beQ-linearly independent and to span C over R. Then

H i≤r−2(Er ,O×) =∧i (Cr /(x1, ..., xr )C)/∧i (Zr ), H r−1(Er ,O×) = Er ×Z,

and H≥r (Er ,O×) = 0. In particular, for generic triptic curves E , the groups classifying

holomorphic and topological gerbes on E are

H 2(E ,O×) = E ×Z and H 3(E ,Z) =Z,

respectively.

Theorem 4.5 . The Dixmier-Douady class c(G |E ) of the restriction of the gamma gerbe

to E is a generator of H 3(E ,Z) =Z.

Theorem 4.6 . H 3(X ,Z) fits in a short exact sequence

0 →Z→ H 3(X ,Z)/torsion → H 3(Z3,Z) ∼=Z→ 0.

The image of the Dixmier-Douady class c(G ) ∈ H 3(X ,Z) of the gamma gerbe is a

generator of H 3(Z3,Z).

There should exist non-abelian versions of this story in the context of q-deformed

conformal field theory [4].
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THE AFFINE MACDONALD’S FORMULA

David Kazhdan
Einstein Institute of Mathematics, The Hebrew University of Jerusalem
E-mail : kazhdan@math.huji.ac.il

Abstract . In a paper with A. Braverman we defined the affine spherical Hecke algebra. It is natural
then to ask about the spherical eigenfunctionals. In the finite-dimensional case they are described
by MacDonald. In this note we will talk about their affine analogue.

1. The affine Macdonald’s formula

Topic: Spherical functions on Hecke algebras.

Let G be a group, H a subgroup, ρ : G - Aut(V ) an irreducible representation of

G such that dimV H = dim((V ∨)H ) = 1. Fix v ∈V H , v∨ ∈ (V ∨)H , 〈v∨, v〉 = 1. Consider

the matrix coefficient ϕρ : G - C, ϕρ(g ) = 〈v∨, g v〉. Then ϕ is H ×H-invariant on

G .

Example 1 . G = H ×H , H
∆- H ×H . Any irreducible representation ρ of G has

the form ρ =π1 ⊗π2 where π1, π2 are irreducible representations of H ; dimV H = 1,

dim((V ∨)H ) = 1 iff π2 =π∨
1 . Here ρπ⊗π∨ (h1,h2) := Trπ(h1h−1

2 ).

Example 2 . Let G be a semisimple reductive group, H ⊂G the maximal compact

subgroup. Then for any irreducible representation ρ : G - Aut(V ) we have

dimV H ≤ 1. The representation ρ is of class I iff dimV H = 1. The f =ϕρ is called the

spherical function of ρ. If G is a complex group then φρ is given as a regular function

on G given by an implicit formula similar to Weyl’s character formula.

October 2008.
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If G is an arbitrary split reductive group then the formula is more complicated.

Consider the case where G is a group over a p-adic field.

Why should we have dimV H ≤ 1? Back to the general case. Assume H = K

be compact, G local compact. We define H = H (G ,K ) to be the space of finite

measures, K ×K invariant on G with compact support. Then m : G ×G - G

induces an algebra structure on H , µ1µ2 := m∗(µ1�µ2) (� – direct product of

measures). If ρ is a representation then for any µ ∈H we define ρ(µ) ∈ Aut(V ) by

ρ(µ) :=
∫
ρ(g )dµ(g )|V K .

Lemma 3 .

a) If ρ is irreducible, then the representation µ - ρ(µ) of H on V K
ρ is irre-

ducible.

b) The algebra H is commutative iff for any irreducible ρ : G - Aut(V ) we

have dim(V K ) ≤ 1.

How do we see that H is commutative?

G = GLn(R), K = SOn(R). Consider the map τ : H - H induced by the

anti-involution g - t g ; τ is an anti-involution of H . On the other hand since
t g ∈ K g K it follows that as τ= id.

Assume now G is a splitQp -group, e.g. GLn(Qp ), Sp2n(Qp ), E8(Qp ), K =G(Zp ) ⊂G .

The same argument as before shows that H is commutative.

Theorem 4 (Satake). We have a canonical map

H (G ,K ) ∼=C(LG)
LG .

We give a construction for the case G = GLn(Qp ). The Chevalley theorem says

that the restriction

C(GLn(C)) - C(TC), T =


∗ 0

. . .

0 ∗


induces an isomorphism invariant under conjugacy

C(GLn(C))GLn (C) ∼=C(TC)Σn
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So to construct H we have to construct a homomorphism κt : H - C for each

t ∈ T so that κt = κt w for all w ∈Σn . Let

B =


b11 ∗

. . .

0 bnn

⊂G .

To t ∈ T consider λt : B - C×, λt (b) = t v(b11)
1 · · · t v(bnn )

n and since G = K B we have

dimV K
t = 1. We obtain a homomorphism κt : H - End(V K

t ). One can check that

κt = κt w for w ∈Σn and κ : H - C(LG)
LG .

The space C(LG)
LG has a canonical basis consisting of characters

χµ, µ ∈ X+(LG) = X+(G)

consisting of characters of irreducible representations of the group LG . On the other

hand the space H (G ,K ) has a basis of characters of functions

δλ, λ ∈ K \G/K = (T (F )/T (O ))W = X+(G).

So we have a decomposition κ−1(χµ) =∑
λ cλµδλ. What do the cλµ look like?

• cλµ = cλµ(p) are polynomials in p.

• cλµ(1) = multiplicity of the weight λ ∈ X ∗(T ) in the representation on Vµ of LG .

Let τ : SL2
- LG be the principal SL2. Then the restriction of T = τ

((
1 1

0 1

))

defines a representation on Vµ (τ

((
1 1

0 1

))
is regular unipotent). On the graded

space

V̄µ =
⊕
i≥0

V̄µ(i )

T ∨ preserves the filtration and cλµ(p) =∑
i≥0 p i · (multiplicity of λ in V̄µ(i )).

We are interested in the extension to Kac-Moody algebras. If G is a reductive

group over a field F we can determine an affine Kac-Moody algebra G̃ such that

0 - F× - G̃ - G ′ - 0

G ′ = F× nG[t , t−1].

If F = Qp Braverman and Kazhdan define the corresponding Hecke algebra

H (G̃(Qp ),G̃(Zp )) and construct the Satake isomorphism

H - {Integral representations of G̃∨(C)}.
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HERMANN WEYL AND THE EARLY HISTORY OF GAUGE THEORIES

Norbert Straumann
Institute for Theoretical Physics, University of Zürich
E-mail : norbert@physik.unizh.ch

Abstract . One of the major developments of twentieth century physics has been the gradual
recognition that a common feature of the known fundamental interactions is their gauge structure.
In this talk the early history of gauge theory is reviewed, emphasizing especially Weyl’s seminal
contributions of 1918 and 1929.

1. Introduction

The history of gauge theories begins with General Relativity, which can be re-

garded as a non-Abelian gauge theory of a special type. To a large extent the other

gauge theories emerged in a slow and complicated process gradually from Gen-

eral Relativity. Their common geometrical structure – best expressed in terms of

connections on fiber bundles – is now widely recognized.

It all began with H. Weyl [1], who made in 1918 the first attempt to extend General

Relativity in order to describe gravitation and electromagnetism within a unifying

geometrical framework. This brilliant proposal contains the germs of all mathe-

matical aspects of non-Abelian gauge theory. The word “gauge” (german: “Eich-”)

transformation appeared for the first time in this paper, but in the everyday meaning

of change of length or change of calibration.

Einstein admired Weyl’s theory as “a coup of genius of the first rate,” but immedi-

ately realized that it was physically untenable. After a long discussion Weyl finally
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admitted that his attempt was a failure as a physical theory. (For a discussion of the

intense Einstein–Weyl correspondence, see [2].) It paved, however, the way for the

correct understanding of gauge invariance. Weyl himself reinterpreted in 1929 his

original theory after the advent of quantum theory in a grand paper [3]. Weyl’s rein-

terpretation of his earlier speculative proposal had actually been suggested before

by London [12]. Fock [16], Klein [35], and others arrived at the principle of gauge

invariance in the framework of wave mechanics along completely different lines. It

was, however, Weyl who emphasized the role of gauge invariance as a constructive

principle from which electromagnetism can be derived. This point of view became

very fruitful for our present understanding of fundamental interactions. (For a more

extensive discussion, see [4].)

2. Weyl’s Attempt to Unify Gravitation
and Electromagnetism

On the 1st of March 1918 Weyl writes in a letter to Einstein ([5], Vol. 8B, Doc. 472):

“These days I succeeded, as I believe, to derive electricity and gravitation from a

common source . . . ” Einstein’s prompt reaction by postcard indicates already a

physical objection which he explained in detail shortly afterwards. Before we come

to this we have to describe Weyl’s theory of 1918.

2.1. Weyl’s Generalization of Riemannian Geometry. Weyl’s starting point was

purely mathematical. He felt a certain uneasiness about Riemannian geometry, as is

clearly expressed by the following sentences early in his paper:

But in Riemannian geometry described above there is contained
a last element of geometry “at a distance” (ferngeometrisches
Element) – with no good reason, as far as I can see; it is due
only to the accidental development of Riemannian geometry from
Euclidean geometry. The metric allows the two magnitudes of two
vectors to be compared, not only at the same point, but at any
arbitrarily separated points. A true infinitesimal geometry should,
however, recognize only a principle for transferring the magnitude
of a vector to an infinitesimally close point and then, on transfer
to an arbitrary distant point, the integrability of the magnitude
of a vector is no more to be expected than the integrability of its
direction.
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After these remarks Weyl turns to physical speculation and continues as follows:

On the removal of this inconsistency there appears a geometry
that, surprisingly, when applied to the world, explains not only
the gravitational phenomena but also the electrical. According
to the resultant theory both spring from the same source, indeed
in general one cannot separate gravitation and electromagnetism
in a unique manner. In this theory all physical quantities have a
world geometrical meaning; the action appears from the beginning
as a pure number. It leads to an essentially unique universal law;
it even allows us to understand in a certain sense why the world
is four-dimensional.

In brief, Weyl’s geometry can be described as follows. First, the spacetime mani-

fold M is equipped with a conformal structure, that is, with a class [g ] of conformally

equivalent Lorentz metrics g (and not a definite metric as in General Relativity). This

corresponds to the requirement that it should only be possible to compare lengths

at one and the same world point. Second, it is assumed, as in Riemannian geometry,

that there is an affine (linear) torsion-free connection which defines a covariant

derivative ∇, and respects the conformal structure. Differentially this means that for

any g ∈ [g ] the covariant derivative ∇g should be proportional to g :

(1) ∇g =−2A⊗ g (∇λgµν =−2Aλgµν),

where A = Aµd xµ is a differential 1-form.

Alternatively, the second condition can be formulated in bundle theoretical lan-

guage as follows. For a conformal manifold (M , [g ]) we can introduce the bundle of

conformal frames, which are linear frames consisting of pairwise orthogonal vectors

of equal length (relative to g ∈ [g ]). The set W (M) of conformal frames on M can be

regarded in an obvious manner as the total space of a principle fibre bundle, whose

structure group G is the group consisting of all positive multiples of homogeneous

Lorentz transformations, that is, G ∼=O(1,3)×R+. This conformal (Weyl) bundle is a

reduction of the bundle of linear frames L(M). A Weyl connection is a torsion-free

connection on W (M). (As such it has a unique extension to L(M).) It is easy to see

that the corresponding covariant derivative satisfies (1). (For details, see [9].)

Consider now a curve γ : [0,1] → M and a parallel-transported vector field X

along γ. If l is the length of X , measured with a representative g ∈ [g ], we obtain

from (1) the following relation between l (p) for the initial point p = γ(0) and l (q) for
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the end point q = γ(1):

(2) l (q) = exp

(
−

∫
γ

A

)
l (p).

Thus, the ratio of lengths in q and p (measured with g ∈ [g ]) depends in general

on the connecting path γ (see Figure 1). The length is only independent of γ if the

FIGURE 1. Path dependence of parallel transport of length

exterior differential of A,

(3) F = dA (Fµν = ∂µAν−∂νAµ),

vanishes.

The compatibility requirement (1) leads to the following expression for the Chri-

stoffel symbols in Weyl’s geometry:

(4) Γ
µ

νλ
= 1

2
gµσ(gλσ,ν+ gσν,λ− gνλ,σ)+ gµσ(gλσAν+ gσνAλ− gνλAσ).

The second A-dependent term is a characteristic new piece in Weyl’s geometry

which has to be added to the Christoffel symbols of Riemannian geometry.

Until now we have chosen a fixed, but arbitrary metric in the conformal class [g ].

This corresponds to a choice of calibration (or gauge). Passing to another calibration

with metric ḡ , related to g by

(5) ḡ = e2λg ,
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the potential A in (1) will also change to Ā, say. Since the covariant derivative has

an absolute meaning, Ā can easily be worked out: On the one hand we have by

definition

(6) ∇ḡ =−2Ā⊗ ḡ ,

and on the other hand we find for the left side with (1)

(7) ∇ḡ =∇(e2λg ) = 2dλ⊗ ḡ +e2λ∇g = 2dλ⊗ ḡ −2A⊗ ḡ .

Thus

(8) Ā = A−dλ (Āµ = Aµ−∂µλ).

This shows that a change of calibration of the metric induces a “gauge transformation”

for A:

(9) g → e2λg , A → A−dλ.

Only gauge classes have an absolute meaning. (The Weyl connection is, however,

gauge invariant. This is conceptually clear, but can also be verified by direct calcula-

tion from (4).) Note that the integral in 3 is gauge invariant.

2.2. Electromagnetism and Gravitation. Turning to physics, Weyl assumes that

his “purely infinitesimal geometry” describes the structure of spacetime and conse-

quently he requires that physical laws should satisfy a double-invariance: 1. They

must be invariant with respect to arbitrary smooth coordinate transformations.

2. They must be gauge invariant, that is, invariant with respect to substitutions (7)

for an arbitrary smooth function λ.

Nothing is more natural to Weyl than identifying Aµ with the vector potential and

Fµν in (3) with the field strength of electromagnetism. In the absence of electromag-

netic fields (Fµν = 0) the scale factor exp(−∫
γ A) in (2) for length transport becomes

path independent (integrable) and one can find a gauge such that Aµ vanishes for

simply connected spacetime regions. In this special case one is in the same situation

as in General Relativity.

Weyl proceeds to find an action which is generally invariant as well as gauge

invariant and which would give the coupled field equations for g and A. We do not

want to enter into this, except for the following remark. In his first paper [1] Weyl

proposes what we call nowadays the Yang–Mills action

(10) S(g , A) =−1

4

∫
Tr(Ω∧∗Ω).
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HereΩ denotes the curvature form and ∗Ω its Hodge dual.(1) Note that the latter is

gauge invariant, that is, independent of the choice of g ∈ [g ]. In Weyl’s geometry the

curvature form splits asΩ= Ω̂+F , where Ω̂ is the metric piece [9]. Correspondingly,

the action also splits,

(11) Tr(Ω∧∗Ω) = Tr(Ω̂∧∗Ω̂)+Tr(F ∧∗F ).

The second term is just the Maxwell action. Weyl’s theory thus contains formally all

aspects of a non-Abelian gauge theory.

Weyl emphasizes, of course, that the Einstein–Hilbert action is not gauge invariant.

Later work by Pauli [10] and by Weyl himself [7, 1] led soon to the conclusion that

the action (10) could not be the correct one, and other possibilities were investigated

(see the later editions of Weyl’s classic treatise [7]).

Independent of the precise form of the action Weyl shows that in his theory gauge

invariance implies the conservation of electric charge in much the same way as gen-

eral coordinate invariance leads to the conservation of energy and momentum.(2)

This beautiful connection pleased him particularly: “. . . [it] seems to me to be the

strongest general argument in favour of the present theory – insofar as it is per-

missible to talk of justification in the context of pure speculation.” The invariance

principles imply five “Bianchi type” identities. Correspondingly, the five conserva-

tion laws follow in two independent ways from the coupled field equations and may

be “termed the eliminants” of the latter. These structural connections hold also in

modern gauge theories.

2.3. Einstein’s Objection and Reactions of Other Physicists. After this sketch of

Weyl’s theory we come to Einstein’s striking counterargument which he first com-

municated to Weyl by postcard. The problem is that if the idea of a nonintegrable

length connection (scale factor) is correct, then the behavior of clocks would depend

on their history. Consider two identical atomic clocks in adjacent world points and

bring them along different world trajectories which meet again in adjacent world

points. According to (2) their frequencies would then generally differ. This is in clear

contradiction with empirical evidence, in particular with the existence of stable

atomic spectra. Einstein therefore concludes (see [5], Vol. 8B, Doc. 507):

(1)In local coordinates, the integrand in (10) is RαβγδRαβγδ
p−g d x0 ∧ ·· · ∧d x3, where Rαβγδ is the

curvature tensor of the Weyl connection; this is the expression used by Weyl.
(2)We adopt here the somewhat naive interpretation of energy-momentum conservation for generally

invariant theories of the older literature.
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. . . (if) one drops the connection of the d s to the measurement
of distance and time, then relativity looses all its empirical basis.

Nernst shared Einstein’s objection and demanded on behalf of the Berlin Academy

that it should be printed in a short amendment to Weyl’s article. Weyl had to accept

this. One of us has described the intense and instructive subsequent correspondence

between Weyl and Einstein elsewhere [2] (see also Vol. 8B of [5]). As an example, let

us quote from one of the last letters of Weyl to Einstein ([5], Vol. 8B, Doc. 669):

This [insistence] irritates me of course, because experience has
proven that one can rely on your intuition; so unconvincing as
your counterarguments seem to me, as I have to admit . . .

By the way, you should not believe that I was driven to introduce
the linear differential form in addition to the quadratic one by
physical reasons. I wanted, just to the contrary, to get rid of this
“methodological inconsistency (Inkonsequenz)” which has been a
bone of contention to me already much earlier. And then, to my
surprise, I realized that it looked as if it might explain electricity.
You clap your hands above your head and shout: But physics is
not made this way! (Weyl to Einstein 10. 12. 1918).

Weyl’s reply to Einstein’s criticism was, generally speaking, this: The real behavior

of measuring rods and clocks (atoms and atomic systems) in arbitrary electromag-

netic and gravitational fields can be deduced only from a dynamical theory of matter.

Not all leading physicists reacted negatively. Einstein transmitted a very positive

first reaction by Planck, and Sommerfeld wrote enthusiastically to Weyl that there

was “. . . hardly doubt that you are on the correct path and not on the wrong one.”

In his encyclopedia article on relativity [11] Pauli gave a lucid and precise presen-

tation of Weyl’s theory, but commented on Weyl’s point of view very critically. At the

end he states:

. . . In summary one may say that Weyl’s theory has not yet con-
tributed to getting closer to the solution of the problem of matter.

Also Eddington’s reaction was at first very positive but he soon changed his mind

and denied the physical relevance of Weyl’s geometry.

The situation was later appropriately summarized by F. London in his 1927 paper

[12] as follows:
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In the face of such elementary experimental evidence, it must
have been an unusually strong metaphysical conviction that pre-
vented Weyl from abandoning the idea that Nature would have to
make use of the beautiful geometrical possibility that was offered.
He stuck to his conviction and evaded discussion of the above-
mentioned contradictions through a rather unclear re-interpretation
of the concept of “real state,” which, however, robbed his theory
of its immediate physical meaning and attraction.

In this remarkable paper, London suggested a reinterpretation of Weyl’s principle

of gauge invariance within the new quantum mechanics: The role of the metric is

taken over by the wave function, and the rescaling of the metric has to be replaced

by a phase change of the wave function.

In this context an astonishing early paper by Schrödinger [13] has to be men-

tioned, which also used Weyl’s “World Geometry” and is related to Schrödinger’s

later invention of wave mechanics. This relation was discovered by V. Raman and

P. Forman [14]. (See also the discussion by C. N. Yang in [15].)

Even earlier than London, V. Fock [16] arrived along a completely different line at

the principle of gauge invariance in the framework of wave mechanics. His approach

was similar to the one by O. Klein [35].

The contributions by Schrödinger [13], London [12] and Fock [16] are commented

in [8], where also English translations of the original papers can be found. Here, we

concentrate on Weyl’s seminal paper “Electron and Gravitation.”

3. Weyl’s 1929 Classic: “Electron and Gravitation”

Shortly before his death late in 1955, Weyl wrote for his Selecta [17] a postscript

to his early attempt in 1918 to construct a “unified field theory.” There he expressed

his deep attachment to the gauge idea and adds (p. 192):

Later the quantum-theory introduced the Schrödinger–Dirac po-
tential ψ of the electron–positron field; it carried with it an exper-
imentally based principle of gauge invariance which guaranteed
the conservation of charge, and connected the ψ with the elec-
tromagnetic potentials Aµ in the same way that my speculative
theory had connected the gravitational potentials gµν with the
Aµ, and measured the Aµ in known atomic, rather than unknown
cosmological units. I have no doubt but that the correct context
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for the principle of gauge invariance is here and not, as I believed
in 1918, in the intertwining of electromagnetism and gravity.

This re-interpretation was developed by Weyl in one of the great papers of this

century [3]. Weyl’s classic does not only give a very clear formulation of the gauge

principle, but contains, in addition, several other important concepts and results –

in particular his two-component spinor theory.

The modern version of the gauge principle is already spelled out in the introduc-

tion:

The Dirac field-equations for ψ together with the Maxwell equa-
tions for the four potentials fp of the electromagnetic field have
an invariance property which is formally similar to the one which
I called gauge invariance in my 1918 theory of gravitation and
electromagnetism; the equations remain invariant when one makes
the simultaneous substitutions

ψ by eiλψ and fp by fp − ∂λ

∂xp ,

where λ is understood to be an arbitrary function of position in
four-space. Here the factor e

ch , where −e is the charge of the
electron, c is the speed of light, and h

2π is the quantum of action,
has been absorbed in fp . The connection of this “gauge invariance”
to the conservation of electric charge remains untouched. But a
fundamental difference, which is important to obtain agreement
with observation, is that the exponent of the factor multiplying
ψ is not real but pure imaginary. ψ now plays the role that
Einstein’s ds played before. It seems to me that this new principle
of gauge invariance, which follows not from speculation but from
experiment, tells us that the electromagnetic field is a necessary
accompanying phenomenon, not of gravitation, but of the material
wave field represented by ψ. Since gauge invariance involves an
arbitrary function λ it has the character of “general” relativity and
can naturally only be understood in that context.

We shall soon enter into Weyl’s justification which is, not surprisingly, strongly

associated with General Relativity. Before this we have to describe his incorporation

of the Dirac theory into General Relativity which he achieved with the help of the

tetrad formalism.
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One of the reasons for adapting the Dirac theory of the spinning electron to

gravitation had to do with Einstein’s recent unified theory which invoked a distant

parallelism with torsion. E. Wigner [18] and others had noticed a connection be-

tween this theory and the spin theory of the electron. Weyl did not like this and

wanted to dispense with teleparallelism. In the introduction he says:

I prefer not to believe in distant parallelism for a number of
reasons. First my mathematical intuition objects to accepting
such an artificial geometry; I find it difficult to understand the
force that would keep the local tetrads at different points and
in rotated positions in a rigid relationship. There are, I believe,
two important physical reasons as well. The loosening of the rigid
relationship between the tetrads at different points converts the
gauge factor eiλ, which remains arbitrary with respect to ψ, from
a constant to an arbitrary function of space-time. In other words,
only through loosening the rigidity does the established gauge
invariance become understandable.

This thought is carried out in detail after Weyl has set up his two-component

theory in special relativity, including a discussion of P and T invariance. He empha-

sizes thereby that the two-component theory excludes a linear implementation of

parity and remarks: “It is only the fact that the left–right symmetry actually appears

in Nature that forces us to introduce a second pair of ψ-components.” To Weyl

the mass problem is thus not relevant for this.(3) Indeed he says: “Mass, however,

is a gravitational effect; thus there is hope of finding a substitute in the theory of

gravitation that would produce the required corrections.”

3.1. Tetrad Formalism. In order to incorporate his two-component spinors into

General Relativity, Weyl was forced to make use of local tetrads (Vierbeine). In

Section 2 of his paper he develops the tetrad formalism in a systematic manner. This

was presumably independent work, since he does not give any reference to other

authors. It was, however, mainly E. Cartan who demonstrated with his work [20] the

usefulness of locally defined orthonormal bases – also called moving frames – for

the study of Riemannian geometry.

(3)At the time it was thought by Weyl, and indeed by all physicists, that the two-component theory requires

a zero mass. In 1957, after the discovery of parity nonconservation, it was found that the two-component

theory could be consistent with a finite mass. See K. M. Case [19].
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In the tetrad formalism the metric is described by an arbitrary basis of orthonor-

mal vector fields {eα(x);α= 0,1,2,3}. If {eα(x)} denotes the dual basis of 1-forms, the

metric is given by

(12) g (x) = ηµνeµ(x)⊗eν(x), (ηµν) = diag(1,−1,−1,−1).

Weyl emphasizes, of course, that only a class of such local tetrads is determined by

the metric: the metric is not changed if the tetrad fields are subject to spacetime-

dependent Lorentz transformations:

(13) eα(x) →Λαβ(x)eβ(x).

With respect to a tetrad, the connection formsω= (ωα
β

) have values in the Lie algebra

of the homogeneous Lorentz group:

(14) ωαβ+ωβα = 0.

(Indices are raised and lowered with ηαβ and ηαβ, respectively.) They are determined

(in terms of the tetrad) by the first structure equation of Cartan:

(15) deα+ωαβ∧eβ = 0.

(For a textbook derivation see, for example, [21], especially Sections 2.6 and 8.5.)

Under local Lorentz transformations (13) the connection forms transform in the

same way as the gauge potential of a non-Abelian gauge theory:

(16) ω(x) →Λ(x)ω(x)Λ−1(x)−dΛ(x)Λ−1(x).

The curvature formsΩ= (Ωµ
ν) are obtained from ω in exactly the same way as the

Yang–Mills field strength from the gauge potential:

(17) Ω= dω+ω∧ω
(second structure equation).

For a vector field V , with components V α relative to {eα}, the covariant derivative

DV is given by

(18) DV α = dV α+ωαβV β.

Weyl generalizes this in a unique manner to spinor fields ψ:

(19) Dψ= dψ+ 1

4
ωαβσ

αβψ.
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Here, the σαβ describe infinitesimal Lorentz transformations (in the representation

of ψ). For a Dirac field these are the familiar matrices

(20) σαβ = 1

2
[γα,γβ].

(For two-component Weyl fields one has similar expressions in terms of the Pauli

matrices.)

With these tools the action principle for the coupled Einstein–Dirac system can

be set up. In the massless case the Lagrangian is

(21) L = 1

16πG
R − iψ̄γµDµψ,

where the first term is just the Einstein–Hilbert Lagrangian (which is linear in Ω).

Weyl discusses, of course, immediately the consequences of the following two sym-

metries:

(i) local Lorentz invariance,

(ii) general coordinate invariance.

3.2. The New Form of the Gauge Principle. All this is a kind of a preparation for

the final section of Weyl’s paper, which has the title “electric field.” Weyl says:

We come now to the critical part of the theory. In my opinion the
origin and necessity for the electromagnetic field is in the following.
The components ψ1 ψ2 are, in fact, not uniquely determined by
the tetrad but only to the extent that they can still be multiplied
by an arbitrary “gauge factor” eiλ. The transformation of the ψ
induced by a rotation of the tetrad is determined only up to such
a factor. In special relativity one must regard this gauge factor as
a constant because here we have only a single point-independent
tetrad. Not so in General Relativity; every point has its own tetrad
and hence its own arbitrary gauge factor; because by the removal
of the rigid connection between tetrads at different points the
gauge factor necessarily becomes an arbitrary function of position.

In this manner Weyl arrives at the gauge principle in its modern form and em-

phasizes: “From the arbitrariness of the gauge factor in ψ appears the necessity of

introducing the electromagnetic potential.” The first term dψ in (19) has now to be

replaced by the covariant gauge derivative (d− iA)ψ and the nonintegrable scale
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factor (1) of the old theory is now replaced by a phase factor:

exp

(
−

∫
γ

A

)
→ exp

(
−i

∫
γ

A

)
,

which corresponds to the replacement of the original gauge group R by the compact

group U(1). Accordingly, the original Gedankenexperiment of Einstein translates

now to the Aharonov–Bohm effect, as was first pointed out by C. N. Yang in [22]. The

close connection between gauge invariance and conservation of charge is again un-

covered. Current conservation follows, as in the original theory, in two independent

ways: it is a consequence both of the field equations for matter plus gauge invariance

and of the field equations for the electromagnetic field plus gauge invariance. This

corresponds to an identity in the coupled system of field equations which has to

exist as a result of gauge invariance. All this is nowadays familiar to students of

physics and does not need to be explained in more detail.

Much of Weyl’s paper penetrated also into his classic book “The Theory of Groups

and Quantum Mechanics” [23]. There he mentions also the transformation of his

early gauge theoretic ideas: “This principle of gauge invariance is quite analogous

to that previously set up by the author, on speculative grounds, in order to arrive

at a unified theory of gravitation and electricity. But I now believe that this gauge

invariance does not tie together electricity and gravitation, but rather electricity and

matter.”

When Pauli saw the full version of Weyl’s paper he became more friendly and

wrote [24]:

In contrast to the nasty things I said, the essential part of my
last letter has since been overtaken, particularly by your paper
in Z. f. Physik. For this reason I have afterward even regretted
that I wrote to you. After studying your paper I believe that I
have really understood what you wanted to do (this was not the
case in respect of the little note in the Proc. Nat. Acad.). First
let me emphasize that side of the matter concerning which I am
in full agreement with you: your incorporation of spinor theory
into gravitational theory. I am as dissatisfied as you are with
distant parallelism and your proposal to let the tetrads rotate
independently at different space points is a true solution.

In brackets Pauli adds:
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Here I must admit your ability in Physics. Your earlier theory with
g ′

i k = λgi k was pure mathematics and unphysical. Einstein was
justified in criticizing and scolding. Now the hour of your revenge
has arrived.

Then he remarks in connection with the mass problem:

Your method is valid even for the massive [Dirac] case. I thereby
come to the other side of the matter, namely the unsolved diffi-
culties of the Dirac theory (two signs of m0) and the question of
the two-component theory. In my opinion these problems will not
be solved by gravitation . . . the gravitational effects will always be
much too small.

Many years later, Weyl summarized this early tortuous history of gauge theory in

an instructive letter [25] to the Swiss writer and Einstein biographer C. Seelig, which

we reproduce in English translation.

The first attempt to develop a unified field theory of gravitation
and electromagnetism dates to my first attempt in 1918, in which
I added the principle of gauge invariance to that of coordinate
invariance. I myself have long since abandoned this theory in
favour of its correct interpretation: gauge invariance as a principle
that connects electromagnetism not with gravitation but with the
wave field of the electron. – Einstein was against it [the original
theory] from the beginning, and this led to many discussions. I
thought that I could answer his concrete objections. In the end
he said “Well, Weyl, let us leave it at that! In such a speculative
manner, without any guiding physical principle, one cannot make
Physics.” Today one could say that in this respect we have ex-
changed our points of view. Einstein believes that in this field
[Gravitation and Electromagnetism] the gap between ideas and
experience is so wide that only the path of mathematical spec-
ulation, whose consequences must, of course, be developed and
confronted with experiment, has a chance of success. Meanwhile
my own confidence in pure speculation has diminished, and I see a
need for a closer connection with experiments in quantum physics,
since in my opinion it is not sufficient to unify Electromagnetism
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and Gravity. The wave fields of the electron and whatever other
irreducible elementary particles may appear must also be included.

Independently of Weyl, V. Fock [26] also incorporated the Dirac equation into

General Relativity by using the same method. On the other hand, H. Tetrode [27],

E. Schrödinger [28] and V. Bargmann [29] reached this goal by starting with space-

time dependent γ-matrices, satisfying
{
γµ, γν

}= 2 gµν. A somewhat later work by

L. Infeld and B. L. van der Waerden [30] is based on spinor analysis.

4. Concluding Remarks

Gauge invariance became a serious problem when Heisenberg and Pauli began

to work on a relativistically invariant Quantum Electrodynamics that eventually

resulted in two important papers “On the Quantum Dynamics of Wave Fields” [32],

[33]. Straightforward application of the canonical formalism led, already for the

free electromagnetic field, to nonsensical results. Jordan and Pauli on the other

hand, proceeded to show how to quantize the theory of the free field case by dealing

only with the field strengths Fµν(x). For these they found commutation relations

at different space-time points in terms of the now famous invariant Jordan–Pauli

distribution that are manifestly Lorentz invariant.

The difficulties concerned with applying the canonical formalism to the electro-

magnetic field continued to plague Heisenberg and Pauli for quite some time. By

mid-1928 both were very pessimistic, and Heisenberg began to work on ferromag-

netism.(4) In the fall of 1928 Heisenberg discovered a way to bypass the difficulties.

He added the term − 1
2ε(∂µAµ)2 to the Lagrangian, in which case the component π0

of the canonical momenta

πµ = ∂L

∂0 Aµ

does no more vanish identically (π0 =−ε∂µAµ). The standard canonical quantiza-

tion scheme can then be applied. At the end of all calculations one could then take

the limit ε→ 0.

(4)Pauli turned to literature. In a letter of 18 February 1929 he wrote from Zürich to Oskar Klein: “For my

proper amusement I then made a short sketch of a utopian novel which was supposed to have the title

‘Gulivers journey to Urania’ and was intended as a political satire in the style of Swift against present-day

democracy. [...] Caught in such dreams, suddenly in January, news from Heisenberg reached me that he

is able, with the aid of a trick . . . to get rid of the formal difficulties that stood against the execution of our

quantum electrodynamics.” [6]
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In their second paper, Heisenberg and Pauli stressed that the Lorentz condition

cannot be imposed as an operator identity but only as a supplementary condition

selecting admissible states. This discussion was strongly influenced by a paper of

Fermi from May 1929.

For this and the further main developments during the early period of quantum

field theory, we refer to Chapter 1 of [34].

As in Weyl’s work General Relativity also played a crucial role in Pauli’s discovery

of non-Abelian gauge theories. (See Pauli’s letters to Pais and Yang in Vol. 4 of [6].)

He arrived at all basic equations through dimensional reduction of a generalization

of Kaluza–Klein theory, in which the internal space becomes a two-sphere. (For a

description in modern language, see [4].)

In contrast, in the work of Yang and Mills General Relativity played no role. In an

interview Yang said on this in 1991:

“It happened that one semester [around 1970] I was teaching
General Relativity, and I noticed that the formula in gauge theory
for the field strength and the formula in Riemannian geometry for
the Riemann tensor are not just similar – they are, in fact, the
same if one makes the right identification of symbols! It is hard
to describe the thrill I felt at understanding this point.”

The developments after 1958 consisted in the gradual recognition that – contrary
to phenomenological appearances – Yang–Mills gauge theory could describe weak
and strong interactions. This important step was again very difficult, with many
hurdles to overcome.
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